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Abstract

The problem of building Recommender Systems has at-
tracted considerable attention in recent years, but most rec-
ommender systems are designed for recommending items
for individuals. The aim of this paper is to automatically
recommend and rank a list of new items to a group of users.
The proposed model can be considered as a collaborative
Bayesian network-based group recommender system, where
the group’s rates are computed from past voting patterns
of other users with similar tastes. The use of Bayesian
networks allows us to obtain an intuitive representation of
the mechanisms that govern the relationships between the
group members.

1 Introduction

Everyone has at some time or another had to think about
questions such as what movie to see, where to go on holi-
day, where to go for lunch, what book to read, and although
the possible answers might seem easy this is not always the
case due to the numerous possible answers, i.e. the enor-
mous number of movies to see, books to read, places to
visit, restaurants to eat at, etc. Recommender Systems (RS)
have emerged to address this issue. Broadly speaking, an
RS provides specific suggestions about items (or actions)
within a given domain and which may be considered of in-
terest to the user [22].

There are many kinds of RS, depending on the infor-
mation used when recommending. In this paper, we will
explore the variant called collaborative filtering which at-
tempts to identify groups of people with similar tastes to
those of the user and to recommend items that these have
liked. Most of these RS are designed for individual use, i.e.
there is an active user that (once connected with the system)
receives recommendations about certain products.

In this paper, we will study a related problem: Group

Recommending, where the objective is to obtain recom-
mendations for groups of people where their members may
be inter-related in different ways. This kind of RS is ap-
propriate for domains where a group of people participates
in a single activity such as seeing a movie or going on hol-
iday and also situations where a single person must make
a decision about a group of people, for example, buying a
company gift or deciding on a restaurant to go to. This is a
relatively novel problem (research started focusing on group
recommending at the start of the 21st century [19, 15]) and
has hardly been researched in literature.

The purpose of this paper is to develop a general method-
ology based on the Bayesian network (BN) formalism for
representing both the interactions between group members
and the processes leading to the final choice or recommen-
dation. In particular, our objective can be summarized in
studying how to determine how a group of people rates a
product which is unknown to the members of the group. We
will not discuss subjects such as how the groups are formed,
how long they have existed, and the relationships between
their members. It should be noted that in this problem it is
pointless to discuss strategies about how to obtain consen-
sus between the different group members since they did not
know the products before.

We consider BNs appropriate because they combine a
qualitative representation of the problem by means of an
explicit representation of the dependence relationships be-
tween items, users and groups, with a quantitative represen-
tation by means of a set of probability distributions, measur-
ing the strength of these relationships. Throughout the pro-
cess, we must consider the computational aspects of the RS,
where the sparseness of the data and the fact that the ranking
should be computed in real time constitute two challenging
problems.

Thanks to BNs, the predicted group vote depends on the
a posteriori joint probability distribution over all the pos-
sible rates that the members of the group should give in
contrast to naive models where firstly a collaborative RS
decides the vote for each user and then each predicted vote

8351-4244-0832-6/07/$20.00 ©2007 IEEE.



is merged using fixed criteria. The novelty of this approach
is the representation of different decisions rules (approaches
used by a group to mark the choice that is made) by means
of conditional probability distributions.

The second section of this paper presents RS fundamen-
tals and related work. Section 3 describes the BN topology,
its learning algorithm and the estimation of the conditional
probability distributions from the datasets. Section 4 shows
how the groups have been modeled. Section 5 explains how
the inference is performed in order to provide recommen-
dations to the group. Section 6 presents some experimen-
tal results. Finally, Section 7 includes our conclusions and
some comments about further research.

2 Related Work

Although many other approaches to the RS can be found
in the literature [11], in this paper we will focus on proba-
bilistic model-based approaches to RS.

There are three main variants of RSs [1]. The first vari-
ant is content-based RSs[18, 4, 5] which store content in-
formation about each item to be recommended and this in-
formation will then be used to estimate how similar certain
items are to each other or the similarity with respect to user
preferences (also represented by means of a subset of con-
tent features). Collaborative filtering RSs attempt to iden-
tify groups of people with similar tastes to those of the user
and to recommend items that they have liked. In this case,
we can distinguish between two approaches. The first ap-
proach constructs a full joint probability distribution about
the items and then uses this distribution to make predictions
online. For instance, in [24, 3] BN learning algorithms are
the tools by which the distribution is learned. BN-based
classifiers [2, 17, 23] have also been applied for this pur-
pose. The second approach builds several conditional mod-
els, one for each user, that predict the likelihood of an indi-
vidual item given a combination of the observed votes for
the remaining users [8]. Finally, hybrid RSs are a combi-
nation of both content and collaborative approaches. An
example of hybrid collaborative filtering can be found in
[21, 6].

While the problem of single recommending has been
widely explored in literature, the problem of group recom-
mending is relatively new in our field, although the related
problem of group decision making (deciding what is best
for a group given the opinion of the individuals) has been
extensively studied in economics, politics, and mathemat-
ics. Group recommending systems could be classified into
two main categories, depending on whether or not they use
member feedback:

• Passive members: the purpose is to provide recom-
mendations about a set of items. Here the group mem-
bers have a passive role in the sense that they do not

evaluate the proposed recommendations, and this is
closer to the classical RS approach. In addition, the
dichotomy between content-based and collaborative-
based group RSs can be found. Examples of content-
based group recommending are [12], which are de-
signed to generate a sequence of songs for a party
taking into account the musical tastes of each party
goer, and [15], which selects the music stations to be
played at a gym. These systems attempt to maximize
overall group satisfaction by considering each mem-
ber’s preferences about genres or artists. Related to
collaborative-based group RS is Polylens [19], which
is an extension of the MovieLens1 [9] system that rec-
ommends movies to groups of users. These use nearest
neighbor algorithms to find those individuals which are
similar to group tastes and to obtain recommendations
which merge the voting preferences of these individu-
als according to the principle of least misery.

• Active members: the objective is to obtain consensus
between group members, and is similar to many deci-
sion support system approaches which imply that the
users might evaluate system recommendations. For
instance, [16] is designed to provide assistance to a
group of friends trying to plan a skiing vacation. A rec-
ommendation is performed using the incremental cri-
tiquing method, whereby a compatibility score for the
critiques of the user and those of the remaining group
members is computed. [10] also helps a group of users
to agree on the desired attributes of a vacation that they
are planning to take together. In this system, the user-
specifications are aggregated to produce group recom-
mendations. In [13, 14, 25], different strategies were
studied for combining individual user models to adapt
to groups, such as how humans select a sequence of
television items to suit a group of viewers.

3 Group Modeling

In this paper we will focus on collaborative-based group
RS. Firstly, we will briefly discuss the information source.
We therefore typically have a large number m of items
I = {I1, I2, . . . , Im} and a large set of n users, U =
{U1, U2, . . . , Un}. Each user has rated certain some items,
either explicitly or implicitly. We use r to denote the num-
ber of different values that can be used to rate an item (e.g.
a movie can be rated on a scale of 1 to 5, or a product can be
rated as relevant or not relevant). The set of observed data
can be viewed as a very sparse n × m matrix, R, since a
typical user only rates a very small fraction of the items. In
the matrix R, ra,j represents the rate of user Ua for the item
Ij and it is assumed to be zero when the item is not voted

1http://www.movielens.org
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on by the user. For example, let us consider the following
matrix where the rows represent the users, columns are used
to represent items and r = 2.

Table 1. Database of user rates, R
U I1 I2 I3 I4 I5 . . .

U1 2 2 0 1 0 ·
U2 0 0 1 2 0 ·
U3 2 2 0 0 0 ·
U4 2 1 0 1 0 ·
U5 0 0 0 0 2 ·
. . . · · · · · ·

3.1 BN-based Collaborative RS

A Bayesian network is a directed acyclic graph (DAG),
where the nodes represent the variables from the problem
we want to solve. In this kind of graph, knowledge is
represented in two ways [20]: qualitatively, showing the
(in)dependencies between the variables, and quantitatively,
expressing the strength with which we believe the depen-
dence relationships, and represented using a set of con-
ditional probability distributions. When we are interested
in representing our knowledge by means of Bayesian net-
works, the first task is to select those variables which are rel-
evant to the problem we are tackling. Each variable will be
a node in the DAG and whenever two variables are related,
a path must exist between them in the graph. These connec-
tions can be determined from an input dataset by means of
a learning algorithm.

The objective of this section is to model the user ratings.
In order to represent relationships between users, U , there
might be a set of nodes in the BN which match the set of
users. Each user variable Ua will therefore represent the
probability distribution associated to its pattern of rating,
i.e. information about the probability that Ua could vote
with value i, Pr(Ua = i), with i ∈ {1, 2, . . . , r}.

BN learning implies searching over different network
structures, and is exponential in the number of variables.
We must therefore impose restrictions on the way the vari-
ables are related (the links in the graph) in order to make this
stage efficient. In a collaborative RS, the vote prediction for
a given user depends on the votes of the people with similar
tastes or preferences. In order to facilitate the presence of
these relationships in the model, we therefore propose that
a new of set of nodes V be included to denote collaborative
votes. There is one collaborative node for each user in the
system, i.e. V = {V1, V2, . . . , Vn}. These nodes will also
be used to estimate the probability distributions of the user
votes and they will therefore take their values in the same
domain as U , i.e. {1, 2, . . . , r}.

V1 V2 V3 V4 V5

U1 U2 U3 U4 U5

Figure 1. Collaborative Recommending Sys-
tem Topology.

3.2 Learning stage

The parent set of a variable Va in the graph, Pa(Va), will
be learned from the database of votes, R. This set will con-
tain those user variables, Ub ∈ U , where Ua and Ub should
have a greater similarity between their tastes. Given a simi-
larity measure, the set Pa(Va) can therefore be obtained by
using a threshold or considering only the first p variables in
the ranking.

A first idea would be to select those users with the
highest absolute value of Pearson’s correlation coefficient
(PCC)2 to measure the similarity between users, a crite-
rion which is normally used as the basis for calculating the
weights in different collaborative systems.

PCC(Ua, Ub) =

∑
j(ra,j − ra)(rb,j − rb)√∑

j(ra,j − ra)2
∑

j(rb,j − rb)2
(1)

where the summations over j are over those items for
which users Ua and Ub have recorded votes. If there
are no common items in Ua and Ub voting records, then
PCC(Ua, Ub) = 0 by default. Additionally, ra is the mean
vote for user Ua, i.e. ra = 1

|Pa(Ua)|
∑

Ik∈Pa(Ua) ra,k.

From our point of view, various problems arise when this
correlation coefficient is applied on our domain, where the
dataset R is a very sparse matrix. For example, considering
the data in Table 1, PCC(U1, U2) = −1 since both users
only rated one item in common. In this case, U1 will be set
as a parent of V2 and also U2 is a parent of V1, resulting in
low quality parent sets.

In order to avoid this situation, we propose that a differ-
ent, but complementary, criterion be used and which takes
into account the number of items that both Ua and Ub rated
simultaneously, i.e. their overlap degree. It should be noted
that we are not considering the particular votes, merely the
fact that the users rated an item or not. We are considering
that the greater the probability of a user Ua rating an item
which has been also rated by Ub, the higher the quality of Ub

as the parent of variable Ua, and the criterion can therefore

2The use of the cosine measure has also been explored, but without
improving the performance of the system.
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be defined by

D(Ua, Ub) =
|I(Ua) ∩ I(Ub)|

|I(Ub)|
It should be noted that with this criterion, we are consid-

ering that the greater the number of items in common for Ua

and Ub, the greater the similarity values. In order to illus-
trate how this measure works, we will consider the follow-
ing example: let us consider a situation where Ua has rated
100 movies and Ub has rated 15 movies, 12 of these in com-
mon with Ua. In this case, although Ub could be considered
as a more selective user than Ua, knowing that Ub rated a
movie could be a good approximation about the probability
that Ua will rate the same movie, D(Ua, Ub) = 0.8. On the
other hand, if we know that user Ua rated a movie, we are
not so confident about the possibility of Ub also voting for
this movie, D(Ub, Ua) = 0.12.

The final similarity measure that we propose is therefore
a combination of both criteria: vote correlation between
common items and the overlap degree, i.e.

sim(Ua, Ub) = D(Ua, Ub) × abs(PCC(Ua, Ub)) (2)

where abs denotes the absolute value. It should be noted
that with this measure we are considering that the vote of
both similar users and users with opposite tastes helps in
the prediction of the final vote for an active user.

3.3 Estimating the conditional probability
distributions

In order to complete the model specification, the numer-
ical values for the conditional probabilities must be esti-
mated from the datasets, but prior to this, we will introduce
some notation. Thus, given a variable Xi, lowercase letters
are used to denote the variable realization. For instance,
xi,j denotes the fact that variable Xi takes the jth-value.
We write Pr(xi,j |pa(Xi)) for P (Xi = xi,j |pa(Xi)), with
pa(Xi) denoting a configuration of the parent set of Xi,
Pa(Xi), or sometimes Pr(X) to denote the probability dis-
tribution.

We must distinguish between user, U , and collaborative
nodes, V . The first ones, since they are root nodes in the
graph, store marginal probability distributions, with size lin-
eal with the number of states (O(r)), whereas the second
ones must store a set of conditional probability distribu-
tions with size exponential with the number of parents m
(O(rm)). Since a collaborative node might be related with
a great number of users, the assessment and storage of these
probability values can be quite complex, and so we propose
that a canonical model, similar to the one presented in [5],
be used to represent the conditional probabilities, and this
will allow us to design a very efficient inference procedure.

For a given node Xi, we must therefore define these proba-
bilities as follows:

Pr(xi,j |pa(Xi)) =
∑

Yk∈Pa(Xi)

w(yk,l, xi,j) (3)

where yk,l is the value that variable Yk takes in the configu-
ration pa(Xi) and w(yk,l, xi,j) are weights measuring how
this lth value of variable Yk describes the jth state of node
Xi. All these weights might be estimated from the datasets
and could be defined as follows:

• For every user node Uk, we need to assess the a priori
probability distribution over his/her voting pattern. In
this paper, we propose Pr(uk,s) = N(uk,s)/|I(Uk)|,
with |I(Uk)| being the number of products that user Uk

has rated in the dataset, and N(uk,s) being the number
of times that user Uk rated a product with the value s.

• Focusing on collaborative nodes V , in order to esti-
mate the final vote for the user Va we must compute
those weights given by users Ub with similar tastes, i.e.
Ub ∈ Pa(Va). We propose that the following weight-
ing scheme be used

w(ub,t, va,s) = 1
|Pa(Va)|

N∗(ub,t,va,s)+βqs

N∗(ub,t)+β , 1 ≤ t, s ≤ r.

(4)
where the value N∗(ub,t, va,s) is the number of items
from the set I(Ua)∩I(Ub) that having been voted with
value t by user Ub have also been voted with value s
by user Ua, and N∗(ub,t) is the number of items in
I(Ua)∩ I(Ub) voted with value t by user Ub. Values β
and qs are the parameters of a Dirichlet prior over user
ratings with

∑r
i=1 qi = 1.

4 Adding Group Layer

As groups are usually created by their members, we will
not consider questions about how groups are formed nor
how they are managed. We will therefore assume that we
know the composition of the groups, and our problem is to
study how this information can be represented in the BN
and also how to form recommendations for groups, i.e. how
the inference processes can be performed.

Following [19], there are two possible alternatives for
group settings: the first one is to create a ”pseudo-user” that
represents the group tastes, and produces the group’s rec-
ommendation in the same way as we obtain a single user’s
recommendation. The second alternative is to consider a
group as a new entity where recommendations are made by
considering the particular recommendations of its members
in some way. This approach has the additional advantage
of allowing a better explanation of the given recommenda-
tions. In this paper, we will consider this second approach
since it better retains the essence of the BN philosophy.
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V1 V2 V3 V4 V5

U1 U2 U3 U4 U5

Ga

Figure 2. Modeling groups

For each group in the system, we will therefore include
a new node in the BN with the set of collaborative nodes
corresponding to the group members as parents. Figure 2
illustrates a group Ga with users U1, U2 and U3 as its mem-
bers. We represent that the prediction of the group vote
depends on the votes predicted by the collaborative com-
ponent for each of its members. We use dashed lines to
represent users-group relations since we might assume that
the group is formed explicitly.

It is interesting to note that by modeling a group with a
BN, the recommended vote for Ga will not be obtained by
combining the group members’ ratings in an isolated way.
The predicted rate will instead depend on all the possible
vote configurations for the group’s members. For exam-
ple, in a two-member group (with two alternative ratings)
we consider on one side the likelihood of both V1 and V2

voting with value 1, Pr(v1,1, v2,1), and on the other, the
probability, under this circumstance, of the group voting
with value s, Pr(Ga = s|v1,1, v2,1). This pair of probabili-
ties will be computed for all the possible alternative ratings
for the group’s members, i.e. {v1,2, v2,1}, {v1,1, v2,2} and
{v1,2, v2,2}. The final rate is then obtained by combining
this rating, i.e.

Pr(Ga = s) =
∑
i,j

Pr(Ga = s|v1,i, v2,j)×Pr(v1,i, v2,j).

4.1 Probabilities at group nodes

The objective of this section is to consider how the con-
ditional probability distributions for group nodes can be
assessed. It should be noted that for each group Gi, we
must assess the values P (Gi = k|pa(Gi)), k = 1, . . . , r,
which represent the probability of the group voting with the
value k given that we know a particular configuration for its
members. This conditional probability distributions can be
considered as a ”social value function” describing how the
opinions of the members affect the group’s recommenda-
tion. Since the group might be large, we will use canonical
models to define these probabilities. Following the ideas in
[19], we will consider three alternatives:

1. Average: Group vote (happiness) can be considered

Table 2. Representing social value functions
by means of conditional probability distribu-
tions

Prob. AVG MAX
P (Gi = k|pa(Gi)) k = {1, 2, 3} k = {1, 2, 3}

P (Gi|1, 1, 1) {1, 0, 0} {1, 0, 0}
P (Gi|1, 1, 2) {0.66, 0.33, 0} {0, 1, 0}
P (Gi|1, 1, 3) {0.66, 0, 0.33} {0, 0, 1}
P (Gi|1, 2, 1) {0.66, 0.33, 0} {0, 1, 0}
P (Gi|1, 2, 2) {0.33, 0.66, 0} {0, 1, 0}
P (Gi|1, 2, 3) {0.33, 0.33, 0.33} {0, 0, 1}
P (Gi|1, 3, 1) {0.66, 0, 0.33} {0, 0, 1}
P (Gi|1, 3, 2) {0.33, 0.33, 0.33} {0, 0, 1}
P (Gi|1, 3, 3) {0.33, 0, 0.66} {0, 0, 1}

. . . . . . . . .
P (Gi|3, 3, 3) {0, 0, 1} {0, 0, 1}

as the average vote (happiness) of its members. This
situation can be represented by means of a canonical
model such as the one in Equation 3, i.e

P (Gi = k|pa(Gi)) =
|Pa(Gi)|∑

j=1

w(Gi,k, Vj,s)

where w(Gi,k, Vj,s) is the weight (effect) that the jth

group member voting the sth value has in the vote k of
the group. These weights can be defined as:

w(Gi,k, Vj,s) =
{ 1

|Pa(Gi)| if k = s,

0 otherwise.

It should be noted that in this case we do not consider
situations where there are users with a high quality
opinion (experts). Nevertheless, these could easily be
taken into account by means of a proper modification
of the weights. The second column of Table 2 illus-
trates the performance of the average criterion for a
group Gi with three members voting in the range 1 to
3.

2. Maximum: the group vote is equal to the vote of the
happiest group member. The conditional probability
distributions are therefore defined as

P (Gi = k|pa(Gi)) =
{

1 if k = max{pa(Gi)}
0 otherwise

with max{pa(Gi)} being the maximum vote in the
configuration pa(Gi). For example, let us consider the
probabilities in Table 2, third column.

3. Minimum: the group vote is associated to the happi-
ness of the least happy members, i.e. the minimum
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vote of the individuals. This situation can be repre-
sented by means of

P (Gi = k|pa(Gi)) =
{

1 if k = min{pa(Gi)}
0 otherwise

with min{pa(Gi)} being the minimum vote in the con-
figuration pa(Gi).

5 Computing the recommendations: Infer-
ence

Once the BN is completed, it specifies a complete joint
probability distribution over all the variables, i.e. for a given
configuration c = (x1, x2, . . . , xn) over the set of variables
X1, . . . , Xn, with xi being the value that variable Xi takes
in c then:

Pr(c) =
n∏

i=1

Pr(xi|pa(xi))

with pa(xi) being the values that the parent set of Xi in the
BN, Pa(Xi), takes in c.

Given this joint distribution, we can answer all possible
inference queries by marginalization (summing out over ir-
relevant variables). In a BN framework, the user usually
has some evidence about the state that a variable (or a set
of variables) takes, and the problem is to compute the con-
ditional (a posteriori) probability distribution for a variable
given the evidence, Pr(Xi|ev). Although general purpose
algorithms exist, this process takes exponential time with
the number of nodes in the graph when applied to a BN
with the proposed topology.

In order to present inference methods which are specially
designed to work with our model, it is previously necessary
to discuss how the users should interact with the system. In
our case, the objective is to predict the vote that a group of
users, Ga, should give for a set of items, I3. In this case,
we could consider that the set of unobserved items acts as
evidence, i.e. ev = I, and we must compute Pr(Ga =
s|ev), 1 ≤ s ≤ r. Let us examine how to include this
evidence in the BN.

Given the evidence I, we are focusing on a world where
the items in I are relevant. It therefore seems natural that
we must change our belief in the vote distribution for any
user who previously rated an item in I. For example, con-
sider that item Ij acts as evidence, i.e ev = {Ij}. Let Ui be
a user who voted item Ij with value s. In this case, given the
evidence, it seems reasonable to increase our belief about
the fact that ”variable Ui takes the state s”. The particu-
lar way in which the belief over the candidate rates changes
could be captured by means of the following expression:

3In our case we assume that no member of the group has rated an item
in I.

Pr(Ui = s|ev) =

{
Nev(ui,s)
Nev(Ui)

if Nev(Ui) > 0
Pr(Ui = s) otherwise

(5)
with Nev(Ui) being the number of items in the evidence

set voted by user Ui with value s and Nev(Ui) the number
of items in the evidence set voted by user Ui. It should be
noted that when there is no evidence for a given user, the a
posteriori probability coincides with the a priori probability
distribution. In order to illustrate this situation, let us con-
sider an RS where the items are a set of movies to be rated
with 1 to 3 stars, and a user U who awarded “The Lion King
(LK)” and “Finding Nemo (FN)” 2 and 3 stars, respectively.
Given the evidence sets I1 = {LK} and I2 = {LK,FN},
the a posteriori probabilities are: Pr(U = 2|I1) = 1 and
Pr(U = 1|I1) = Pr(U = 3|I1) = 0 whereas Pr(U =
2|I2) = Pr(U = 3|I2) = 0.5 and Pr(U = 1|I2) = 0.

5.1 Evidence Propagation

Considering the typical behavior of a collaborative sys-
tem, we must predict the rate that an active group Ga should
assign to the evidence set. From a probabilistic point of
view, we must compute Pr(Ga = s|ev), 1 ≤ s ≤ r, i.e.

Pr(Ga = s|ev) =
∑

c∈U,V,G

Pr(ga,s, c|ev). (6)

where we sum over all the possible configurations c for the
set of irrelevant variables in U , V,G4.

These probability values can be computed by propagat-
ing the evidence through the network. If we consider that
in a BN a node is independent of all its predecessors since
we know the particular values that its parents can take and
also that by using the advantages of the canonical models
used, these final probabilities could be computed efficiently.
Nevertheless, we must distinguish two different situations:
the first where the canonical weighted-sums (Equation 3)
are used to represent all the conditional probability distri-
butions, and the second where we use max or min gates to
represent the probability distributions for group nodes.

5.1.1 Propagation with canonical weighted-sum

In this case, the probabilities can be obtained by means of a
straight application of the following theorem [7] that shows
how we can compute the exact probability values when us-
ing canonical weighted-sum representations.
Theorem 1: Let Xa be a node in the collaborative BN net-
work, mXa

be the number of parents of Xa, Yj be a node

4It should be noted that our model can also be used to find good items.
In this case, we could recommend to the group Ga those items with the
highest probabilities of being liked. This can be done by instantiating in
turn all the unseen items for Ga.
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in Pa(Xa) and lYj
the number of states that Yj takes. If

the conditional probability distributions can be expressed
under the conditions given by Equation 3, then the exact a
posteriori probabilities can be computed using the follow-
ing formula:

Pr(xa,s|ev) =
mXs∑
j=1

lYj∑
k=1

w(yj,k, xa,s) · Pr(yj,k|ev).

In this case, a top-down propagation mechanism can be
designed, where the posterior probabilities of one layer are
obtained using the posterior probabilities computed in the
previous layer, starting from the user nodes. It should be
noted that for the user nodes, Pr(Ui|ev) is computed using
equation 5.

5.1.2 Propagation with MIN and MAX gates

In this case, using the independencies in the BN and the fact
that the evidence only contributes in user nodes,

Pr(Ga = s|ev) =
∑

pa(Ga)

Pr(ga,s|pa(Ga))Pr(pa(Ga)|ev))

where the sum is over all the possible configuration of the
parent set of Ga, Pa(Ga), in the graph.

We therefore have two different problems:

1. Computing Pr(pa(Ga)|ev)): This is quite expen-
sive since for each possible configuration in the set
Pa(Ga), it is necessary to sum over a large set of vari-
ables, which is doubly exponential,

Pr(pa(Ga)|ev) =
∑

c∈U,V

Pr(pa(Ga), c|ev)

In order to solve this problem, we therefore propose
that this probability value be approximated by assum-
ing that the a posteriori probability for the collabora-
tive nodes is independent given the evidence, i.e.

Pr(pa(Ga)|ev)) =
|Pa(Ga)|∏

i=1

Pr(vi,j |ev)

with j being the value that the collaborative node Vi

takes in the configuration pa(Ga).

2. Once these values have been computed we still need to
combine them with Pr(ga,s|pa(Ga)) in order to obtain
the final probability distributions. This combination
requires summing over the configurations in Pa(Ga),
which is exponential in the number of group members,
O(rm).

It can be proved that under the above independence as-
sumption, the probability distribution Pr(Ga|ev) can
be computed easily and efficiently (in an order linear
with the number of the group members).

We shall first introduce some notation. Let s1, s2, . . . , sn

be an order over the states that variable X takes such that
si < si+1, i = 1, . . . , n − 1, let SX be a set of states in X
and Pr(X ∈ Sx) the probability that variable X takes any
state in Sx, i.e. if Sx = {s1, s2, s3} then Pr(X ∈ Sx) =
Pr(s1)+Pr(s2)+Pr(s3). In addition, let m be the number
of members of the group Ga, i.e. m = |Pa(G)|,

We shall now look at how to compute the a posteriori
values for min and max gates:

• Min - Gate: We must consider that Sn ⊂ Sn−1 ⊂
. . . ⊂ S2 ⊂ S1 being Si = {si, si+1, . . . sn}.

– Pr(Ga = sn|ev) is equal to

m∏
i=1

Pr(Vi ∈ Sn|ev) =
m∏

i=1

Pr(vi,n|ev)

– Pr(Ga = sk|ev), for k = 2, . . . , n − 1, is equal
to(

m∏
i=1

Pr(Vi ∈ Sk|ev)

)
− Pr(Ga ∈ Sk+1|ev).

– Pr(Ga = s1|ev) is defined as 1−Pr(Ga ∈ S2).

• Max - Gate: the situation is similar to the previous one,
but considering that S1 ⊂ S2 ⊂ . . . ⊂ Sn−1 ⊂ Sn

being Si = {s1, . . . , si−1, si}. Therefore,

– Pr(Ga = s1|ev) is equal to

m∏
i=1

Pr(Vi ∈ S1|ev) =
m∏

i=1

Pr(vi,1|ev)

– Pr(Ga = sk|ev), for k = 2, . . . , n − 1, is equal
to(

m∏
i=1

Pr(Vi ∈ Sk|ev)

)
− Pr(Ga ∈ Sk−1|ev)

– Pr(Ga = sn|ev) = 1 − Pr(Ga ∈ Sn−1).

5.2 Vote Recommending

Once we have computed the a posteriori probability dis-
tribution Pr(Ga|ev), the problem is to decide on the final
vote that the system might recommend to the group. There
are two possibilities that we shall study in this paper.
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MP This is the most naive alternative, selecting the vote
with the highest a posteriori probability, i.e.

vote = arg max
s

{Pr(Ga = s|ev)}

For exmaple, if Pr(Ga = 1|ev) = 0.225, Pr(Ga =
2|ev) = 0.25, Pr(Ga = 3|ev) = 0.175, Pr(Ga =
4|ev) = 0.3 and Pr(Ga = 5|ev) = 0.05 the system
will select vote 4.

DP This alternative considers how the new evidence has
been spread through the model trying to reduce the bias
that, a priori, the group should have for a given vote.
As we shall see, this alternative is particularly appro-
priate for those situations where the minimum and the
maximum criteria are used to merge the individuals’
votes. It should be noted that the min-gate is highly
biased towards low value votes whereas the max-gate
is biased towards high value rates. Therefore, the idea
is to measure only the new piece of evidence that each
candidate vote receives by means of the instantiation
of the items. This new piece of evidence can be eas-
ily defined by considering the difference between the
a priori (without evidence) and the a posteriori proba-
bility values, and returning the vote with the maximum
difference.

vote = arg max
s

{Pr(Ga = s|ev) − Pr(Ga = s)}

Following with the example above, and considering
the a priori probability distribution Pr(Ga = 1) =
0.1, Pr(Ga = 2) = 0.2, Pr(Ga = 3) = 0.25,
Pr(Ga = 4) = 0.25 and Pr(Ga = 5) = 0.2, the
vote 1 will be recommended.

One extremely important aspect in RS is the ability to ex-
plain the recommendations. In our case, the system would
present both, the proposed group vote and also the results
that each group member obtains individually. The purpose
is to show group agreement and not the particular ratings
of each member (it should be noted that showing the re-
sults for individual group members in an explanation to the
group could present problems of privacy [14] in some group
RS applications). For instance, the system can show a pic-
ture such as the one presented in Figure 4 which presents
the voting preferences (on a scale of 1 to 5) of each group
member (columns), using a black and white scale, where
black means the favorite choice and white represents the
least probable option. It should be noted that vote r is
preferable to vote s is Pr(Ua = r|ev) > Pr(Ua = s|ev)
using the MP criteria and Pr(Ua = r|ev)−Pr(Ua = r) >
Pr(Ua = s|ev)−Pr(Ua = s) using DP criteria. Thus, Fig-
ure 4 illustrates two different situations where the system
could recommend the same vote (vote 4) for the group, but
on the left-hand side there is not much agreement between

Table 3. Groups statistics

PCCg TDPCC #2 #3 #4 entries
UG1 0.2301 0.0977 800 393 70 6982
UG2 0.2048 0.0853 2397 2342 632 17438
UG3 0.2061 0.0832 4167 3914 963 20264
UG4 0.2140 0.0847 4488 3589 830 17702
UG5 0.2260 0.0883 4089 2717 546 14088

the group members whereas the right-hand side displays a
situation where there is better agreement.

bestworse option option

2
1

3
4
5

2
1

3
4
5

Prefence scace

Figure 3. Explaining the recommendations

6 Empirical Analysis.

This section presents some experimental results about
the performance of the system. Since we do not have any
databases for groups, we decided to use MovieLens and
to learn the group relationships from it. The MovieLens
dataset was collected by the GroupLens Research Project at
the University of Minnesota during the seven-month period
between September 19th, 1997 and April 22nd, 1998 with
votes ranging from 1 to 5. The dataset contains 1682 movies
and there are 943 users in the dataset, containing 100,000
transactions in the scale 1 to 5. In order to perform 5-fold
cross validation, we have used the data sets U1.base and
U1.test through U5.base and U5.test in MovieLens which
split the collection into 80% for training and 20% for test-
ing, respectively.

The collaborative component of the system is learned
from training sets. In particular, for each collaborative node
Vi we look for the 10 most similar users using the similarity
measure in Equation 2. It should be noted that all the con-
ditional probability distributions stores in U and V nodes
have been estimated from the training set as defined in Sec-
tion 3.2 with parameters β = 1 and qi = 1/5.

Regarding the group relationships, we have also decided
to learn the groups from the training datasets. In order to
create groups, we follow some conclusions about how the
groups have been created in the literature [10, 19]: the ma-
jority of the group members have similar tastes and it is
usual for an administrator to create smaller sized groups
(usually with two, three or four members).
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Table 4. Average Experimental Results.
Baseline Group layer

%S MAE %S MAE
MAX-MP 55.38 0.503 54.41 0.553
MAX-DP 55.32 0.510 56.38 0.488
MIN-MP 43.26 0.733 34.92 0.980
MIN-DP 42.83 0.754 44.34 0.692
AVG-MP 50.82 0.563 50.15 0.565
AVG-DP 45.26 0.624 50.05 0.571

In our experimentation, the groups are formed as fol-
lows: we set each user as the group administrator and calcu-
late at most ten similar users (those users who are positively
correlated in the training dataset using Pearson’s correla-
tion coefficient (PCC)). We then create groups of two, three
and four members. In order to illustrate the homogeneity
of the groups, we show in Table 3 the mean of Pearson’s
correlation coefficient between the group members and the
average typical deviation, columns 2 and 3, respectively.
From these values, we could conclude that although the
groups are formed with related users, there is some vari-
ability among members.

The group test sets have been obtained from the Movie-
Lens test datasets. Whenever we found a movie which
had been rated by all the group members in the Ui.test set,
i = 1, . . . , 5, we inserted a new entry in its respective group
test database, UGi.test. This entry includes the number of
the group, the common movie, and all the ratings given
by its members. In Table 3 we show for each test dataset
UGi.test the group number for each size (columns 4, 5 and
6) and column 7 presents the number of entries.

Figure 4. MAE results for each test set

Having presented the experimental framework, we shall
now discuss how we will evaluate the accuracy of the sys-
tem. Two different measures will be considered [9]: the
percentage of success (%S), which measures the frequency
with which the system makes correct predictions and the

mean absolute error (MAE), which measures the average
absolute deviation between a predicted rate and the group’s
true rate. In both measures, it is necessary to know the real
rate of the group. Since we do not know this vote, it will
be computed by means of a merging strategy using the indi-
vidual real votes from UGi.test. Three different alternatives
are considered: the final group rate is the minimum (MIN),
maximum (MAX), and average (AVG) rate of its members.

In order to evaluate the quality of our approach, we con-
sider two different situations, depending on whether or not
we consider the group layer in the BN. The idea is to test
the benefits obtained by using MIN, MAX and AVG gates
to represent social value functions in the BN-based model.
The group rate in the second alternative, which could be
considered as the baseline, is obtained by merging, with the
MIN, MAX or AVG criteria, the rates that individually the
collaborative component proposes for each group member,
i.e. using the results at nodes V . In addition, at nodes V
we consider the same two strategies for deciding the final
rate: select the most probable (MP) rate or the rate with the
highest difference between the a priori and the a posteriori
probability distributions (DP).

Table 4 presents the average results obtained after re-
peating the experiment with each training and test set. It is
worth mentioning that although we present the average re-
sults, the conclusions are comparable in the five experimen-
tal test sets (see Figure 4 showing the MAE results when us-
ing the MIN, MAX and AVG criteria). From this table, we
can conclude that the best results for MAX and MIN value
functions have been obtained when modeling the relations
between the group members by means of BN using DP as
the selection criteria. We think that this is because when MP
criteria are used, and due to the extreme behavior of these
gates, the a priori probability values have a strong weight in
the final decisions. In the AVG case, the results are quite
similar to those obtained with the baseline (MAE 0.565 vs.
0.563, respectively). It is interesting to note that when the
group layer with AVG function is considered, there are no
great differences between the use of DP or MP, although
MP seems to be preferable in all the test sets. Finally, with
respect to the baseline model, it is always better to use the
MP criteria to decide the final vote for each user.

7 Conclusions

A general BN-based model for group recommending has
been proposed in this paper, and this is an intuitive rep-
resentation of the relationships between users and groups.
The mechanisms used by the group to decide the proposed
rate are encoded by means of conditional probability dis-
tributions stored at the group nodes. Taking into account
efficiency considerations, these distributions have been as-
sessed by means of canonical modes. The use of these mod-
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els also allows the a posteriori probabilities to be computed
(necessary for deciding the recommended rate) in linear
time. Guidelines for how to estimate the probability val-
ues from a data set and also how the RS interacts with the
users have been given. It must be noted that the proposed
model is quite general, since it can be applied to different
recommendation tasks (such as find good items or predict
rates) for a single item or for a set of items.

By way of future work, we are planning to evaluate the
model with real data, involving real groups to determine
the quality of the recommendations provided. We will also
attempt to incorporate mechanisms that enable consensus
to be reached between group members and specifications
for other social value functions to be incorporated (such as
the majority rate).
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