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Abstract
Explainable artificial intelligence is becoming increasingly important in new artifi-
cial intelligence developments since it enables users to understand and consequently
trust system output. In the field of recommender systems, explanation is necessary
not only for such understanding and trust but also because if users understand why
the system is making certain suggestions, they are more likely to consume the recom-
mended product. This paper proposes a novel approach for explaining content-based
recommender systems by specifically focusing on publication venue recommendation.
In this problem, the authors of a new research paper receive recommendations about
possible journals (or other publication venues) to which they could submit their article
based on content similarity, while the recommender system simultaneously explains
its decisions. The proposed explanation ecosystem is based on various elements that
support the explanation (topics, related articles, relevant terms, etc.) and is fully inte-
grated with the underlying recommendation model. The proposed method is evaluated
through a user study in the biomedical field, where transparency, satisfaction, trust,
and scrutability are assessed. The obtained results suggest that the proposed approach
is effective and useful for explaining the output of the recommender system to users.
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1 Introduction

Recommender systems (RS), a form of artificial intelligence (AI), offer personal-
ized suggestions based on users’ preferences and behaviors, widely utilized in online
retail, streaming services, and social media platforms. Recognizing the significance
of explainable AI both in a general context (Minh et al. 2022; Li et al. 2023; Barredo-
Arrieta et al. 2020 and specifically within RS (Pavitha et al. 2022; Zhang and Chen
2020), the provision of explanations for recommended content serves multiple pur-
poses. It not only enhances user trust but also improves transparency, allowing users
to comprehend the reasoning behind recommendations, mitigates biases arising from
data or algorithms, reinforces users’ reliance on the system’s judgments, and fosters
increased engagement (Tintarev and Masthoff 2007; Zhang and Chen 2020). In this
paper, we present an explanation approach tailored to enhance user understanding
of RS recommendations in a venue recommendation problem, whereby a researcher
with a recently written paper needs to decide to which journal the paper should be
submitted.

When the RS is provided with the title and abstract of a new article, it suggests
a group of appropriate venues for publication. The system uses a content-based RS
(CBRS) where each journal included in the RS is represented by various textual sub-
profiles which group together every article published in the journal on the same topic.
The input text is, therefore, matched against the journal subprofiles, and the user is
presented with a sorted list of recommended journals in decreasing order according to
their associated scores, which represent a type of aggregation of the subprofile scores.

Nevertheless, once the RS has recommended the most suitable journals according
to the submitted title and abstract for the user to consider, users might not understand
why certain suggestions were made and this could well result in loss of confidence in
the RS. The proposed explanation approach is based on different explanation elements
that generate information from different components from the CBRS in order to justify
the recommendations (confidence in the recommendation, global topic word clouds,
similar articles to the target one published in the same journal, specific topic word
clouds covered by the journal and certain highlighted words from the target title and
abstract). The proposed method is based only on content, i.e., the text of the articles
published in their corresponding journals. Although other bibliometric information
(such as impact factor, quartiles, co-authorship, etc.) might be used, the scope of this
paper only focuses on text so as to measure the feasibility of this approach without
external information.

This paper not only presents the design of this integral explanation scheme but also
the results of a user study in order to determine how selected biomedical experts (the
context of this evaluation) viewed the explanation tools presented and how useful they
considered them to be.

The paper makes the following contributions:
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• A novel approach for explaining CBRS which is totally integrated in the
recommendation model particularized in the journal recommendation problem

• Verification of the transparency, satisfaction, trust, and scrutability of the proposal
by means of a user study

• A comparison of the proposed method with those found in the state of the art

The remainder of the paper is organized as follows: Sect. 2 examines related work
on explanations in recommender systems; Sect. 3 provides a brief overview of the
specific system for recommending scientific journals for which we have developed
explanation facilities; in Sect. 4, we describe different explanation elements devel-
oped; then, Sect. 5 presents the user study designed to evaluate the performance of
the explainable recommender system from different perspectives; and finally, Sect. 6
outlines our conclusions and future lines of research.

2 State of the art

One of themajor contributions dealing with explanation in RSs is the work by Tintarev
andMasthoff (2007). They justify the implementation of good explanations since they
can “help inspire user trust and loyalty, increase satisfaction,make it quicker and easier
for users to find what they want, and persuade them to try or purchase a recommended
item.” Explainable RS (XRS) address the problem of why such items are recom-
mended (Zhang and Chen 2020). Tintarev and Masthoff established seven benefits of
the explanation: transparency (explain how the RS works), scrutability (users are able
to express whether the RS is correct or not), trust (increase user confidence in the sys-
tem), effectiveness (help the user make good choices), persuasiveness (make the user
perform an action), efficiency (make decisions faster), and satisfaction (fulfillment of
the user’s needs). Two additional purposes might be education (learn something from
the system) and debugging (identify problems in the RS) (Jannach et al. 2019). These
elements are valid when designing RS explanation features and reflect the dimensions
on which these should be based.

2.1 Classification of explainable recommender systems

The explanations provided by an RS could be classified into two models (Zhang and
Chen 2020) depending on the interpretability of the explanations: while the model-
intrinsic approach offers direct transparency for the RS decision, the model-agnostic
one needs to create explanations after the decisions are taken. In this last case, the
RS is a black box and explanation must be built on the top of it with all available
resources. An example of this type is what Shmaryahu et al. (2020) call post hoc
explanation. This is applied when the recommendation engine is based on a complex
model with a low explainability level. A transparent model with a high explainability
degree is then used to explain the recommendation. A second example can be found
in another article (Iferroudjene et al. 2023), whereby the authors create an explanation
context based on subgroup discovery on top of a top-n RS to identify active data for
the recommendation. Moreover, Papadimitriou et al. (2012) established an alternative
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categorization of the XRSs according to the resources used for explanation: human
style, based on recommendations of similar users; item style, based on suggestions
made to the user on similar items; and feature style, supported by features of an item
which were previously considered interesting by a user. In addition, another classifi-
cation of the explanation is presented in Radensky et al. (2022), where XRSs might
explain a specific item recommendation (local), or in a model-based approach, global,
which explains how recommendations are generally generated. Tintarev andMasthoff
(2012) categorized the explanations as personalized or non-personalized according
to whether the explanations are specific for each user or suit everyone. Finally, a
recent categorization groups the explanation-based models into those where the rec-
ommendation model and the explanation function are separated, and the so-called
recommendation-by-explanationmodels,where both actions are integrated (Rana et al.
2022). In these latter models, the user does not receive decreasingly sorted recommen-
dations in terms of the confidence of the recommendation model, as it normally does,
but rather explanations which are decreasingly sorted according to their quality.

2.2 Explanation styles

Regarding the explanation styles, Tintarev and Masthoff in Tintarev and Masthoff
(2015) determine that there are different explanation styles according to the recom-
mending model used to generate the recommendations: case, content, collaborative,
demographic, knowledge, and utility based. Correspondingly, Nunes and Jannach
(2017) identifies four types of explanation content: user preferences or user-providedor
user-gathered input; inference process, extracted from the recommendation algorithm
itself; background and complementary information such as additional information out-
side the user’s context and based on their features (list of features and their advantages
and disadvantages, and the most relevant explanation features).

Focusing on previously published explanation types, according to the taxonomy of
explanations proposed by Nunes and Jannach (2017), explanations could be classified
according to their presentation format into natural language-based explanations (e.g.,
predefined templates that are instantiated before explanation or structured language)
andmultimedia-based explanations (visualization in the form of graphs or other media
formats).

2.3 Content-based explanations

Since the explanation approach presented in this paper is based on a content-based
RS (CBRS), in this section we proceed to present a number of examples. In Verbert
et al. (2013), an explanation approach is presented based on content and tag rec-
ommendation in the context of suggesting papers and talks from conferences. The
first is supported by a user’s profile from the text from the papers that the user has
read, and the recommendation is performed by similarity computation. The second,
however, uses tags that are assigned to conference talks. Once again, a matching is
carried out between the tags of interest to the user and those from the talks. Similar
users are also recommended according to profile closeness, and all the recommended
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information is shown as a clustermap, combining recommended users, tags, talks, and
papers. Cardoso et al. (2019) present IntersectionExplorer, a recommender system
with explanation features in the context of conference paper recommendation. In this,
they combine personal, social, and content relevance to perform the recommendation
and enable multiple item sets from these relevance perspectives to be explored by
means of a user interface. The recommender models applied are tag, bookmark, and
bibliography based, with all of them using textual or tag content. Millecamp et al.
(2019) designed an explanation for a CBRS, where profiles and items were repre-
sented by features. After computing the corresponding similarity, the explanation was
given by a visual element that summarized the values of the user’s features in terms of
an interval, the exact values of the features for the recommended items, and a 5-point
Likert scale to show the similarity of the recommended item with the user’s profile.
In Hernandez-Bocanegra and Ziegler (2020), an explanation is built on a model based
on the user’s profile and its latent features are matched against the latent features of
the items and complemented with features representing sentiment information to be
extracted from item reviews. The explanation elements were bar charts and tables to
explain in terms of the features why the recommended items were selected.

In Sullivan et al. (2019), within the context of online news recommendation based
on the user profiles storing topics, entities, and tags extracted from the read news
articles, Sullivan et al. show new topics which might be of interest to the users and
associated news. They use three explainability levels: visualization of the distribution
of monthly read topics (user’s reading behavior); visualization of that same distribu-
tion by the average user (contextualization with the community’s behavior); and new
recommended topics explained with the degree of relationships between the user’s
topics and new ones (exploitation of the user’s profile). In Polleti and Cozman (2019),
Polleti and Cozman proposed an explanation approach based on topic modeling to
explain CBRS (this is, in fact, a model-agnostic method that could be used with any
recommendation model): latent topics are extracted from the textual representation
of the items and users’ profiles. After obtaining the list of nearest items for a given
user’s profile, the common topics between a recommended item and the corresponding
profile are then shown in order to justify the recommendation. In Pérez-Núñez et al.
(2022), Pérez-Núñez et al. build a model to recommend and explain textual restaurant
reviews written by other TripAdvisor users. Beginning with keywords from the textual
reviews which are encoded using BoW, and given a user’s information need, they use
a classifier (multinomial logistic regression) to obtain recommendations. The expla-
nation is a tag cloud generated by means of the common terms found in the user’s
query and the recommended items.

The paper Tsai and Brusilovsky (2019), in which the authors present an explainable
hybrid recommended system in the context of conference recommendation, integrates
several recommendation models based on content (keywords and topic similarities,
respectively), social (co-authorship), and demographic information. They created five
explanation elements, each generated from a given recommendation model (Venn
diagrams containing tag clouds, topic similarities, co-authorship graphs, interest sim-
ilarity, and geographic distance). Along the same lines, Louki et al. (2020) shows
various explanationmechanisms for a hybridRS. In terms of the content-based compo-
nent, the user’s profiles store tags and keywords, and tag and content-based similarities
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between the profiles and items are incorporated into the hybrid recommendation. The
general explanation comprises single explanations, each obtained from every model
involved in the recommendation. For CBRS, therefore, they explain the recommen-
dation of an item since it contains similar tags to those found in the profile and there
are common tags between them.

In conclusion, in CBRS-based explanation the available information usually used
to explain the recommendation is the user’s profile and comprises keywords, tags, or
features. Additionally, latent topics extracted from the profiles and item texts are also
considered. In terms of the explanation type, most approaches show in one way or
another how the item covers the users’ profiles.

2.4 Explanation elements

Going one step further, and independently of the previous explanation styles, a num-
ber of already published common types of explanation elements could be used to
explain the recommendation: histograms, tables, or pie chart of ratings which show
the rating distribution of similar users or ratings of similar products (Daher et al.
2017; Zhang and Chen 2020; Felfernig et al. 2021; Bilgic and Mooney 2015; Jannach
et al. 2019; Pérez-Núñez et al. 2022); personalized or non-personalized tag clouds
of the keywords that describe the recommended items (Gedikli et al. 2011; Chen
2013; Daher et al. 2017; Felfernig et al. 2021; Pérez-Núñez et al. 2022); common
features or aspects between users and recommended items (Zhang and Chen 2020;
Zhang et al. 2022; Vig et al. 2009; Millecamp et al. 2019; Pérez-Núñez et al. 2022)
in the form of Venn diagrams (Tsai and Brusilovsky 2019); confidence percentage
of the RS prediction (Daher et al. 2017); textual descriptions to show the reason for
the recommendations (Daher et al. 2017); features detected in item descriptions and
highlighted (Li et al. 2021), radar charts, which include the degree of various features
for the recommended items (Daher et al. 2017; Zhang and Chen 2020; Felfernig et al.
2021; Tsai and Brusilovsky 2019); (elaborated) users’ opinions on the recommended
items (Zhang and Chen 2020; Hernandez-Bocanegra et al. 2020) and their graphical
representation (Hernandez-Bocanegra and Ziegler 2020); generated natural language
(Lully et al. 2018); keyword explanation, identifying the terms common to the rec-
ommended item and the user’s profile (Bilgic and Mooney 2015); list of similar items
with the corresponding user’s rating and their impact on the recommendation (Bil-
gic and Mooney 2015) or similar items according to the user’s preferences and their
neighbors’ (Shmaryahu et al. 2020); graphs, in the form of co-authorship (Tsai and
Brusilovsky 2019), or bipartite ones containing users and items (Afchar et al. 2022)
or items connected to their underlying topics (Polleti and Cozman 2019); or simply
the formula to compute the relevance of a recommended item (Tsai and Brusilovsky
2019). As shown, there is a wide variety of explanation elements which depend on the
available information and the recommending model.
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2.5 Evaluation

The impact of the explanation,meanwhile, can be evaluated directly bymeans of a user
study based on recruited users and a given task (Zhang and Chen 2020). The results of
such a study are obtained by analyzing questionnaires completed by the users once they
have finished the study. Two further methods have also been published (Vultureanu-
Albisi and Badica 2022), one of which is online (real interaction with an RS) and the
other is offline (where no users are considered in the evaluation). Another alternative
is to directly measure the impact in the users’ performance in a real environment, i.e.,
how accurate the decisions are, or how fast they are made (Jesus et al. 2021).

When designing an evaluation, since the designer must choose between some of
the aims discussed at the beginning of this section as some might be mutually incom-
patible, any evaluation needs not only to identify the aim being investigated but also
to employ suitable metrics (Tintarev and Masthoff 2012), mostly a questionnaire with
the appropriate questions: for example, a user study is employed to evaluate persua-
siveness and usefulness in Sato et al. (2019) where two specific questions were asked
the users in a questionnaire (7-points Likert scale): For persuasiveness, The explana-
tion is convincing and The explanation triggers; for usefulness, The explanation is
useful for choice and The explanation is easy to understand. Persuasiveness is also
evaluated in a user study in Louki et al. (2020), using the question This explanation
for the recommendation is convincing. Effectiveness is mainly evaluated in Yao et al.
(2022) with the question Does the explanation help you decide whether you want to
watch this recommended movie?. Satisfaction is considered in Ferwerda et al. (2018)
with the question I found the programs that I chose to watch good. In the study by
Shulner-Tal et al. (2022), the System Causability Scale (based on system usability cri-
teria) was utilized. Participants were instructed to assign scores to ten statements, and
these scores were subsequently averaged for the comparison of different explanation
styles.

3 Overview of the journal recommender system

In this section, we briefly describe the recommender system for which we have
designed an explanation module (further details can be found in de Campos et al.
2022). This is a content-based system which is specifically devoted to recommending
publication venues, and more specifically scientific journals, which might be suitable
when attempting to publish a given article based on its content. Although the model
may be used in any knowledge domain, the current version has been trained with a col-
lection of articles in the biomedical domain extracted from PubMed/Scopus (Albusac
et al. 2018).

Our system is based on a representation of each journal through a set of homoge-
neous thematic subprofiles, covering different topics considered within the journal. To
achieve this, we begin with a document collection containing articles published in all
the journals under consideration. Subsequently, we employ a text clustering algorithm,
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specifically K-means,1 to group these articles into K clusters2 of thematically similar
content. The clustering algorithm takes into account only the title, abstract, and key-
words of each article. Each cluster, or more precisely, the terms within its constituent
articles, represents a global topic within this collection.

We then analyze how each journal addresses each topic. For a given journal, we
group together all its articleswhich belong to the same cluster, creating the correspond-
ing journal subprofile. If no articles from a particular journal belong to a given cluster,
that journal’s subprofile for that cluster remains empty. The text of all these topically
similar articles is then concatenated into a single macro-document, which represents
the subprofile of the journal associated with the corresponding cluster/topic.

We, therefore, have a set of at most K documents associated with each journal.
All of these documents from all the journals form a collection of subprofiles, which
is subsequently indexed (we use the Lucene library3) to be used by an information
retrieval system (IRS). We employ a language model with Jelinek–Mercer smoothing
for this purpose.

Given a target article for which we want a journal recommendation for publication,
we use its text as the query for the IRS. A list of the top-h subprofiles4 is then retrieved,
together with the corresponding scoring values scr( j, t) indicating the relevance for
the candidate article of those papers published in the journal j under the topic t . In
other words, we compute a similarity degree between the candidate article and the way
each journal j approaches each topic t . It is worth noting that this ranking shows a
many-to-many relationship between topics and journals. While the same topic t might
appear in various relevant journals, a given journal j may also encompass different
topics relevant to the query.

To generate a list of recommended journals, we transform this subprofile ranking
into a journal ranking using a fusion algorithm (de Campos et al. 2017). This algorithm
aggregates the scores scr( j, t) from all subprofiles retrieved from the same journal j ,
applying logarithmic penalization to account for their ranking position. This ensures
that lower ranked subprofiles have a less influence on the final recommendation. The
rationale is that if, for example, the candidate article primarily pertains to a topic t1 but
also touches on a topic t2 to a lesser extent, a journal that covers both of these topics
appears more relevant than a journal covering only one of them. The top n journals5

from this newly generated ranking are then recommended to the user, as depicted in
Fig. 1.

As we have seen, the recommendation process is based on information about topics
(high level) as well as terms (low level) and their similarity to the query. However,
the current system does not utilize any of the internal information it manages (such as
what topics are discovered by the clustering algorithm, what articles and terms form
the subprofiles associated with each journal, and what terms from these subprofiles
match with those of the target article) to explain its recommendations. Instead, it

1 alternatively, Latent Dirichlet Allocation could also be used, as seen in de Campos et al. (2023).
2 with the parameter K denoting the number of clusters considered.
3 https://lucene.apache.org/.
4 h is a parameter, currently fixed to 40.
5 n is another parameter, presently fixed to 10.
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Fig. 1 Text of the target article and list of recommended journals

simply provides an ordered list of recommended journals. Therefore, we attempt to
examine and exploit these internal processes that the system carries out to generate
meaningful explanations for its recommendations.

4 Description of the explanation elements

As stated in the previous section, once the user has entered the information about
a target article (title, abstract and keywords), the system retrieves a ranked list of
journals and there is the possibility of accessing different explanation elements. We
have proposed various types of explanation, not only to testwhich of these are preferred
by the users but also because, according to a number of previous studies (Louki et al.
2020; Papadimitriou et al. 2012; Tsai and Brusilovsky 2019), the combination of
different types of explanations can be positive.

It should be noted that although the explanation elements considered are adapted to
the specific type of application considered, namely recommending scientific journals,
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Fig. 2 EE1: matching degrees between the recommended journals and the target article in Fig. 1. The given
explanation text is: “Top 10 recommended journals and the relative confidence of the

system in each recommendation (the top journal always receives 100% confidence)”

as long as the base recommender system can be applied to other domains (such as, for
example, expert finding), these elements can also be easily adapted.

Also, it is interesting to highlight that provided that the recommendation system
is capable of offering a journal recommendation, an explanation for each one of
them can also be generated as these explanations come from information that the
RS uses to generate the recommendation. If the recommendation is bad, the explana-
tion could be useful for the user to detect the inability of the RS for creating a quality
recommendation.

In our case, we consider two levels of explanation: a global level that attempts to
provide a general idea of why the entire set of journals was recommended, and a local
level, where the explanations focus on each specific recommended journal.

4.1 Global explanation: why is this ranking obtained?

The two explanation elements (EE) considered in this level can be articulated in the
following way.

4.1.1 EE1: ranking confidence

The original output of our recommender system was a list of journals, as depicted in
Fig. 1. However, from the end user’s perspective, it can be challenging to discern why
a particular journal is ranked higher or lower than others and to what extent. Knowing
such information canhelp users tomake informeddecisions regarding themost suitable
journal for submitting the paper, ultimately enhancing the recommending experience.

Therefore, the first explanation element consists of simply showing a numerical
score associated with every recommended journal, representing the matching degree
between the target article and each journal, and reflecting system confidence in its rec-
ommendations (seeFig. 2,where in the captionof this figurewe include the explanatory
text given to the users). Opting for normalized scores (expressed as percentages) rather
than raw scores enables consistent comparisons across various recommendations, irre-
spective of the retrieval algorithm or the specific target article. This choice enhances
comparability and interpretation.
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In particular, the used scores range from 0 to 100%, with higher values signifying
the journal’s greater suitability for publishing our article. They are obtained by dividing
the raw score, a topic-based similarity degree, by the maximum score within the set of
retrieved journals. Thus, from Fig. 2, it becomes evident that the topics covered in our
article exhibit (approximately) twice the degree of similarity to the topics in the jour-
nal Pediatrics in comparison with the topics discussed in the journal Developmental
Medicine and Child Neurology.

In previously published related work (Bilgic and Mooney 2015), the authors com-
pute an influence degree of each item on the recommendation. This value is computed
by removing the item from the training set and then recomputing the recommenda-
tion value for all the test items and finally considering the difference in scores with
and without the item. Their experimental results show that the explanation based
on this influence degree was very effective in comparison with the other two tested
explanations. In Daher et al. (2017), they assign to each item the percentage of correct
predictions in a systemwhere the users can rate the prediction and feed theRSwith that
information. Although proved as useful, the problem of needing a sufficient number of
predictions makes it not very operative. Our approach directly uses the (normalized)
scores obtained from the CBRS to build a confidence percentage.

4.1.2 EE2: related topics

Topics play a crucial role in our system, as they enablemore effective recommendations
(de Campos et al. 2022). However, these topics were automatically derived from the
entire corpus of published papers. As a consequence, there might be a gap between
researchers’ intuitions and the learned topics. In order to bridge this gap, another aspect
of the explanation entails identifying the core themes discussed in the target article
and scrutinizing how they are treated in the recommended journals. In order to rapidly
and intuitively outline the essence of a topic, we selected the most significant terms
(in a word cloud and/or a sorted list of terms), a widely employed technique in topic
modeling (Aletras et al. 2017; Chi et al. 2019).

Continuing with our target article example (Fig. 1), the two word clouds in
Fig. 3 illustrate how this paper can be approached from two distinct angles: one
related to “children health” (Topic 56) and the other linked to “controlled
interventions studies” (Topic 60). We also indicate in the caption the
explanatory text presented to the user. Through the examination of these high-level
topics, users can gain a more comprehensive understanding of the suitability of the
recommended journals. Thus, in case these topics do not align with our expectations,
we may have reservations about trusting the provided recommendations.

For the purpose of showing the related topics, two independent tasks must be
undertaken. Thefirst one is related to the approach used to determine the topic contents,
and the second one involves establishing the number of relevant topics to display,
ensuring it does not overwhelm the users.
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Fig. 3 EE2: word clouds of related topics. The given explanation text is: “Within the recommended

journals, these two topics are the more relevant to your research. The word clouds

showcase the most commonly used words under each respective topic.” From these word
clouds, researchers can see that papers focusedon studies of children health aswell ascontrolled
interventions which have been published in the recommended journals are the most relevant to their
research

Showing topics descriptions

In our case, topics has been learned from the entire collection of papers, grouping
individual papers with a shared subject into the same cluster. In a broader sense, each
topic is formed by the amalgamation of all the papers within the same cluster (i.e., all
the journal subprofiles associated with this topic). For instance, Topic 56 and Topic
60 (in Fig. 3) are addressed in a total of 410 and 257 journals, respectively, with quite
different scopes.

Thus, selecting the most significant terms from this amalgamation to describe
a topic, i.e., utilizing the entire collection, might not contribute effectively to the
understanding of our recommendations. This is because the resulting description can
lead to a significant deviation from the context of our target research paper, mak-
ing it challenging for the user to discern its relevance. In our running example,
Topic 56 is predominantly characterized by terms related to children asthma
treatment, as it is the prevalent health concern in a substantial number of papers
published under this topic. Therefore, presenting such information would lead to
confusion in understanding our explanations, as our paper is not related to asthma.

In order to overcome this problem, we specifically restrict the topic description to
those journal subprofiles that are highly relevant to our paper. These subprofiles are
those occupying the top positions in the ranking. This deliberate selection ensures that
the obtained description is much more focused on the specificity of the target article,
thereby enhancing its comprehensibility for the user.

We can say that the generated descriptions are personalized since they vary with
the target research paper. Also, from a computational point of view, it is important
to highlight the fact that we are referring to a relatively small number of journals
discussing the topic, typically in the range of tens.
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After choosing the journal subprofiles employed as the source text to build the
word clouds, we provide a brief overview of the process used to select the most sig-
nificant terms. Firstly, we utilize the spaCy library for entity recognition, identifying
word groupings that exhibit strong relationships (in a general context, “White House”
would be considered an entity) and treating them as a single unit. Anywords not recog-
nized as entities are considered separately. The resulting word stream is lemmatized,
excluding the stop words, which are removed. Lemmatization is performed using the
WordNetLemmatizer library in Python, taking into account their respective parts of
speech in the sentence, determined using the NLTK POS tagger, also in Python. The
resulting lemmas are then ready for counting their occurrences in the text stream to
create the word clouds (with the top 50 lemmas being selected) or the list of terms (we
show the top 156).

Selecting the number of topics

Since it is rare for an article to be related to many high-level topics, only the most
appropriate ones should be selected to explain the recommendation: sometimes, a
single topic can fully explain the article, whereas other times, the inclusion of multiple
topics can provide helpful explanations. However, for a given target article the topic
ranking typically includes dozens of topics, being many of then marginally relevant.7

As a consequence, an automated method for identifying the optimal number of topics
is necessary.

For this purpose, we use a method which involves selecting the appropriate number
of items from a set of available items. This methodology was proposed in (de Campos
et al. 2021)8 where the input is a set ofm items of any type and the importance of each
is represented by a weight [w1, . . . , wm]; the output is the most important items.

In our case, the topics are the items and the weights are obtained by aggregating, for
each topic t , the scores across all relevant journals (subprofiles) related to it, expressed
as wt = ∑

j scr( j, t).
Themethodology is based on ranking the topics in decreasing order of their weights

and comparing, through a similarity or a distance measure, the probability distri-
bution obtained by normalizing the topic weights with the vectors (1, 0, 0, . . . , 0),
(1, 1, 0, . . . , 0), (1, 1, 1, . . . , 0), . . . , (1, 1, 1, . . . , 1). Each vector represents the deci-
sion of selecting the first k = 1, 2, . . . topics with the greatest weight. The optimal
decision is the one that optimizes the distance or similarity measure being used. We
denote this function as TopicSelection ([wt1, . . . , wtm ],measure). It should be noted
that the number of topics selected is not constant and relies on their individual weights.
Many distance or similarity measures were considered in (de Campos et al. 2021),
although all of these converged into only five selection strategies, ranging from the
most restrictive Euclidean measure which always chooses the top ranked topic to

6 although only 5 terms are displayed in Fig. 3, this is done to reduce its size.
7 This is because many subprofiles exhibit some degree of similarity to the query which is composed by
the title, abstract, and keywords of the target paper.
8 In this case, it was applied to select the most representative topics that can be associated with a document
which has been characterized by a probability distribution over the entire set of topics obtained from an
LDA algorithm.
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the Overlap measure that selects all the topics with nonzero weights. Intermediate
strategies employ the Dice, Sorensen, or Cosine measure.

We conducted an offline experiment to determine the appropriate metric for this
selection problem using a set of 32,864 test queries from our dataset (see Sect. 5.2).
We counted the number of topics selected for each case and found that on average, the
Overlapmeasure shows11.96 topics,which is obviously excessive.Using the proposed
methodology, we were able to select an average of 1.14, 1.69, and 2.85 topics using
the Dice, Sorensen, and Cosine measures, respectively. The average number of topics
selected using Dice was too restrictive and almost always (87% of the times), only
one topic was displayed. The Cosine measure, on the other hand, often selected a high
number of topics (24.4% of the times select four or more topics, with amaximum of 35
topics), which could be excessive. Sorensen measure represents a compromise (96.5%
of the times shows one to three topics, with amaximumof eight different topics). Thus,
given that papers can relate tomultiple topics, but not an excessive number, we decided
to use the Sorensen measure for our explanations, i.e., TopicSelection([wt1 , . . . , wtm ],
Sorensen) is applied.

To conclude this section, we relate our approach to those in the literature. As
previously mentioned, a number of different tag cloud approaches have previously
been described and these include (Gedikli et al. 2011),where the authors present a basic
approach where a tag cloud is created directly from the words in the item description
and their number of occurrences. In addition, they show a second alternative, called
the personalized tag cloud, where the users express their interests in the tags and the
tag-based diagram shows how the items cover such interests. The authors of this paper
founded the use of tag cloud in the fact that “explanations based on tag clouds are
not only well accepted by the users but can also help to improve the efficiency and
effectiveness of the explanation process.” An aggregated view of several users in the
context of group recommendation in tag cloud form is presented in Felfernig et al.
(2021), where the graphic contained not only the tags but also the indication of which
users preferred each tag, resulting in a very interestingway of explaining. Pérez-Núñez
et al. (2022) propose a tag cloud where the importance of the tags that characterize a
product is not the typical term frequency but is learned by means of a deep learning
process. In Chen (2013), based on a collaborative filtering RS where the items contain
a textual representation, the tag clouds are colored according to terms found in the
user’s positive, negative, or neutral reviews. The suggested method can enhance the
acceptance rate of recommendations and enhance user satisfaction.

The word clouds for our second explanation element are generated in a totally dif-
ferent way to these approaches. Firstly, we find ourselves faced with a CBRS context;
secondly, we could say that the recommendations are personalized, but not in the way
proposed in Gedikli et al. (2011) but in terms of the user’s input (the article submitted
to the RS) as the recommendations are first generated from the most relevant subpro-
files in the ranking by means of a process of entity detection and then from a word
frequency count to determine word size.
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Fig. 4 EE3Explanation text: “List of articles published for the recommended journal, which

are similar to the target article. The colors of the traffic lights represent the

degree of similarity with respect to this target article (green very similar; orange,

medium similarity; red, low similarity). This figure shows EE3 explanations for the first (top) and
third (bottom) recommended journals, Pediatrics and Early Human Development, respectively, which are
similar to the target article in Fig. 1

4.2 Local explanations: why is a particular journal recommended?

The system also offers more specific explanations about each of the recommended
journals. By clicking on the magnifying glass to the right of the journal title (see
Fig. 2), a detailed explanation for each journal can be found.

4.2.1 EE3: journal-related articles

The first specific explanation (Element 3) for a journal is a list of up to three articles
published in the journal which are most similar to the target article (Fig. 4 shows the
list associated with the first and third recommended journals for the target article used
in Fig. 1).

Each article has associated a traffic light, where the colors means the degree of sim-
ilarity with respect to the target article: green, very similar; orange, medium similarity;
and red, low similarity.

In this way, users can observe how their target articles are similar in content to
other articles previously published in the journal, and this provides a different, more
specific reason for the journal recommendation.

In order to find the set of related articles, we used an auxiliary index to index each
paper separately rather than topic-based subprofiles. We submitted the same query
(title, abstract and keywords) and obtained a ranked list of related articles using the
same similarity measure, i.e., the Jelineck–Mercer language model.

For each recommended journal, we decided to show up to three articles (the most
relevant ones published in the journal), but only if they belong to the 50 most similar
ones. This is because we believe that articles beyond this threshold may not be suffi-
ciently similar to the target paper. It is worth noting that as a result of this restriction,
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it is possible that zero, one, or two articles may be displayed for a given journal. This
may be an indication of a possibly inappropriate journal recommendation.

In order to help users quickly identify the relevance of the displayed articles,wehave
color-coded them: articles with a high relevance (ranked in the top 10) are displayed
in green, those with a medium relevance (ranked between 11 and 25) are displayed in
orange, and those with a low relevance (ranked below 25) are displayed in red. The
position of each article in the ranking is also shown.

This explanation element is related to what Bilgic and Mooney (2015) call the
Influence Style Explanation: in the context of the explanation, they show the training
items with the greatest impact on the recommendation and their corresponding user’s
ratings, as well as a score representing their influence on the recommendation. It
is a class of similar items to the one recommended but based on users’ previous
experience. Shmaryahu et al. (2020) also justify the recommendation showing some
similar and previously rated items to the recommended one, although this technique
is not the best one for the users in their study. In our case, this explanation element
does not offer previously rated items but similar articles to the target one published
in the recommended journal, based exclusively on content similarity. Moreover, for
this explanation element 3, the list of similar items does not have any direct impact on
the recommendation and is only a mere explanation in contrast with how the similar
items are used in Bilgic and Mooney (2015) and Shmaryahu et al. (2020).

4.2.2 EE4: journal-related topics

Another explanation element, specific for each recommended journal, consists of a set
of word clouds that depict the primary topics and their coverage within the journal.
While we employ a similar representation technique as in EE2, utilizing word clouds
in an abstract manner, there are several distinctions. Firstly, we exclusively consider
relevant subprofiles from the specific journal as input so that the topics selected (the
most representatives for this journal) can be different from those in the global expla-
nation EE2. Moreover, in cases where the same topic is selected, variations may
emerge in how that topic is specifically addressed within the journal. This distinc-
tion is exemplified in Fig. 5, displaying the word cloud representation of Topic 56 in
Developmental Medicine and Child Neurology, the sixth recommended journal. Glob-
ally, Topic 56 was associated with child health research in EE2 (see Fig. 3).
However, within the recommended journal, its focus is narrowed to issues related
to motor function and cerebral palsy in children. Such insights
can be valuable for users in determining the potential relevance of this journal for
publishing their research.

Another difference lies in the methodology for determining the number of topics
presented to the user. To address this, we employ the same topic selection algorithm
as previously discussed. However, in this scenario, the weights are determined by
the raw scores wt j = scr( j, t), which quantify the relevance of each subprofile in
a specific journal j . Regarding our selection strategy, tailored to a single journal
focus, follows a more restrictive approach by limiting the number of chosen topics.
Particularly, we base this selection on the Dice measure, which, in practical terms,
results in the inclusion of few topics, typically one or two. More formally, if the

123



An explainable content-based approach for recommender…

Fig. 5 EE4 and EE5 Explanation text: “Your research is linked to Developmental Medicine
and Child Neurology journal through topic56.The terms highlighted (red/bold face)

in your submission are the ones that played a significant role in determining this

association. The word cloud showcases the most frequently used terms in those papers

that, under this topic, have been published in this journal”

topics related to the candidate journal j in the output ranking are th, . . . , tk we use the
TopicSelection([wth j , . . . , wtk j ], Dice).

4.2.3 EE5: related terms

The final explanation element associated with a given journal also relates to the set of
selected topics, but in this case, we aim to concentrate our attention on those significant
terms in the target article that contribute the most to the relevance of each selected
subprofile. In order to do so (see Fig. 5, right-hand side), the title and the abstract of
the target article are displayed with a selection of terms marked in color in order to
illustrate the coincidences. In this way, the user can see which article terms are mainly
responsible for the journal recommendation and decide whether the system is focusing
on the most important ideas or rather on less important ones. This information can
help the user decide whether to accept the recommendation or not.

In order to accomplish this, we first isolate the contribution of each term to the
subprofile score scr( j, t) of the selected topic t for the given journal j , whereby
terms that do not match the subprofile have a zero contribution. Following de Campos
et al. (2018), we then sort the terms in decreasing order of their contribution and select
the ones that achieve at least 90% of the full contribution. We use the cosine measure
to compute the similarity between the contributions of both the set of selected terms
and the full set of terms. Finally, these selected terms are highlighted in a different
color (red) so that they stand out. Additionally, in order to focus the user’s attention
on the most significant phrase in the paper, i.e., the one that most contributes to the
final score, we also decided to highlight this phrase (in bold).
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Continuing with our ongoing example, it is worth noting that when researchers
consider both EE4 and EE5, they may decide against submitting their paper to Devel-
opmental Medicine and Child Neurology journal. This decision can be driven by the
observation that the journal’s scope, under Topic 56, appears to be only loosely aligned
to the content of this particular research (mainly generic terms related to children,
parents, infants, etc. are highlighted and by themselves can explain the 90% of the
resulting score). Making such decision is crucial to prevent publishing the paper in
an unsuitable journal which could potentially restrict the visibility and impact of our
research.

In Li et al. (2021), in the context of an RS service, Li et al. detect contexts (places,
dates, companion, etc.) and contextual features from reviews of these services (hotels,
attractions, venues, etc.) and highlight in the text reviews those relevant for the users
according to their profiles. According to their experimental results, this highlighting is
very useful for users because it provides a personalized explanation and allows them
to identify relevant features of the explanation. The underlying idea of explanation
element 5 is similar, but in this case, we only work with plain words and do not refer
to any kind of underlying concept or feature.

4.3 Categorizing the explanation elements

Finally, once we have described different explanation elements proposed in this paper,
we categorize them according to the different types of explanations and RSs described
in Sect. 2.

Our proposed explanation is basically a model-intrinsic approach since the
explanation comes from the recommender model.

In terms of the explanation resources, which are classified as human, item, or feature
style, we can conclude that our approach mainly corresponds to the last type since we
consider keywords from the article texts and these are used as a kind of journal feature.
Since the underlying RS is content based, the recommendation is made based on the
similarity between the target article and the journal profiles. However, explanation
EE3,which consists of the list of similar articles published in the recommended journal,
could be considered as a type of item style explanation.

Our proposal is distinctly local, as it provides an individualized explanation for each
recommended item. Additionally, it is non-personalized, given that, despite adapting
results to the target paper, we do not consider any information (such as interests
or preferences) pertaining to the individual seeking the recommendation. The only
information supplied by the user is the title and abstract of the target article. Since the
recommendation and explanation are not integrated into our recommender model and
the explanations are attached to the recommended items, it is not a recommendation-
by-explanation one.

Focusing on the explanation content, we could say that our approach combines the
user input (the text provided by the user), the information obtained in the inference
process (the recommendation itself), and feature-based information, since keywords
are also used to perform the explanation. Moreover, in our case, the explanation style
is a combination of content-based and case-based information, named accordingly
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in Tintarev and Masthoff (2015), or item style explanation as in Papadimitriou et al.
(2012). The reason for the first is obvious since we are working with a content-based
RS, and for the second since similar items to the target are presented for a given
recommended journal.

Finally, we would like to emphasize that our system consistently provides accurate
explanations for all generated recommendations, as these explanations rely directly on
the internal information managed by the RS. The persuasiveness of these explanations
is a matter that a user study could unveil. In any case, this may depend on the inherent
quality of the recommendations. If the recommendations are not appropriate, it is
conceivable that the explanations may lack conviction, for example, featuring topics
or highlighting terms that are not central to the target article. However, this could be
construed positively, offering users reasons to reject such recommendations.

5 Design of the user study

5.1 Objective

The main objective of the user study described in this section is to determine
whether the previously presented designed explanations are deemed to be suitable
by biomedical experts and help to understand and accept the RS recommendations.

In line with the explanation benefits outlined by Tintarev and Masthoff Tintarev
and Masthoff (2007), in this study we focus on transparency, satisfaction, trust and
scrutability of the explanations, with the further inclusion of quality and novelty of
the recommendations. With these aims in mind, we designed the questionnaires to
gather user feedback after interaction with the XRS.We do not consider effectiveness,
persuasiveness and efficiency since our XRS is not an online, real system enabling
actions to be performed once the explanations have been received.

5.2 Dataset

The test collection used in the experimentation is called PMSC-UGR (Albusac et al.
2018) and has been created by the authors from PubMed and Scopus. It contains the
title, abstract, keywords, citations, and authors of papers published between the years
2007 and 2016 from 1002 different journals. The articles published in the first nine
years (a total of 276,679 papers) were used to build the journal subprofiles and feed
the RS. The remaining articles from the year 2016 (a total of 32,864) configure the test
set from where the articles for showing the recommendations and their explanations
were selected in the user study.

5.3 Participants

In order to perform a user study of our recommender system and its explanation facil-
ities, we recruited a number of researchers (mostly university professors) who were
responsible for a large number of biomedical publications. Of these, seventeen (10
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women and 7 men) completed the user study and evaluated a total of 68 submis-
sion recommendations, each one implying the analysis of the 10 suggested journals,
which have therefore been considered valid for the result analysis. The distribution
according to their expertise is as follows: medical doctors (6), nurse (1), biostaticians
(one a researcher from a public hospital) (4), librarian from an hospital library (1),
biochemists (2), and computer scientists with expertise in bio-informatics (3).

5.4 Protocol

The objective of the user study had two folds: to assess the quality of both the explana-
tions provided for the recommendations and the recommendations themselves. With
this objective in mind, researchers were invited to imagine the following scenario:
They had recently written an article and were currently deliberating on the choice of a
journal by employing the RS. They were instructed to make the ultimate decision by
not solely relying on the suggested journal list but also by scrutinizing the explanations
accompanying each recommendation.

To simulate this scenario, the participants were instructed to select some articles
from a pool of already published ones.9 Below, we detail how this pool of articles
has been created and provide the motivations behind it. Now, our focus shifts to
detailing how participants reviewed the recommended journals and their respective
explanations. For the sake of simplicity, we have omitted some details of the proto-
col; however, a comprehensive description of the protocol provided to the users for
conducting the evaluation is presented in “Appendix Appendix A:.”

Specifically, upon selecting a target article (by clicking a magnifying glass), users
were presented with a ranking of 10 journals recommended by the system for that
particular article. At this stage, they are not observing the explanation but only a
recommendation, the original output for the RS, so the participants can evaluate the list
of suggested journals without any explanation. After clicking in the explanation link,
the same ranking is offered completedwith their corresponding confidence percentages
(EE1) and several word clouds of the most related topics (EE2). The user then might
click, in turn, on the explanation for each suggested journal to obtain its specific
explanations (EE3, EE4, and EE5).

After observing all the explanation for such target article, the participant is requested
to complete a specific questionnaire (therefore, there are as many filled questionnaires
as target articles evaluated). Once all the selected articles had been analyzed, partic-
ipants were instructed to finalize the process by completing a global questionnaire at
the end.

The questions from these two questionnaires are shown in Tables 1 and 2. Except
for a few questions where an item was selected, all the questions involved scaling
responses on a 7-point Likert scale (1—strongly disagree, 2—disagree, 3—somewhat
disagree, 4—neither agree nor disagree, 5—somewhat agree, 6—agree, 7—strongly
agree). In addition, the global questionnaire contained a question for the users to freely
comment on the evaluation.

9 All of them with a more recent publication date than the articles used to build the system.
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Table 1 Specific questionnaire for each target article and each user

SQ1: The list of recommended journals, without information about the explanation,
seems reasonable to me

SQ2: Once I know the explanation, I understand why the system suggests such a
recommendation, independently on its correctness

SQ3: Once I know the explanation, I consider that the recommended journals make
sense

SQ4: The explanation helps me to make the decision of whether accepting or not the
journals suggested by the system

SQ5: I am satisfied with how the recommender systems works in this specific case

Table 2 Global questionnaire for each user

GQ1: The list of recommendations seems to be reasonable

GQ2: The systems recommends new (unknown) journals where the paper could be
submitted

GQ3: The explanation has proved to be helpful to understand what are the foundations
of the system to recommend journals

GQ4: The explanation helps me to better decide about the suitability or not of a journal

GQ5: My trust in the recommender system is higher once I know how it explains the
recommendations

GQ6: When some of the recommended journals are no suitable for the target article, I
understand the reasons through the explanation

GQ7: The explanation helps me to know the words from the target article that cause the
recommendation of such journals

GQ8: In general, I understand the explanation

GQ9: What explaining element was easier to understand? (select one option)

GQ10: What explaining element was more difficult to understand? (select one option)

GQ11: What explaining elements were more helpful to understand the explanation?
(select one option)

GQ12: In case this recommender system were publicly available, I would use it to find
potential journals where I could submit my articles

GQ13: Have you previously used other journal recommender systems?

GQ14: I shall recommend the use of the system to my colleagues

According to the selected aims of this user study which were outlined at the begin-
ning of Sect. 5.1, Table 3 provides details about which questions deal with each
purpose.

Creating the pool of articles

In addition to the global objective of determining the quality of the explanations,
we want to evaluate whether the perceived quality depends on the quality of the
recommendations. With this aim, the articles subject to evaluation by participants in
the studywere chosen from the test set and categorized based on the system’s objective
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Table 3 Classification of questions in the specific (SQ) and global (GQ) questionnaires

Aim Questions

Questions to evaluate different explanations aims

Transparency SQ2, GQ3, GQ6, GQ7, GQ8

Satisfaction SQ5, GQ12, GQ14

Trust SQ3, GQ5

Scrutability SQ4, GQ4

Preferred types of explanations GQ9, GQ10, GQ11

Questions to evaluate recommendations

Quality SQ1, GQ1

Novelty GQ2

performance.10 The classification comprises three categories: Category A includes
articles for which the first journal recommended by the system aligns with the actual
journal of publication; Category B encompasses articles where the actual journal is
among the ten recommended by the system; and Category C consists of articles where
the actual journal does not match any of the recommended journals. Importantly,
participants were deliberately kept unaware of the actual journal of publication to
prevent bias in their assessments. This categorization of articles can be useful for
investigating potential correlations between user evaluations of explanations and the
system’s ability to accurately identify the journal of publication. The objective is to
discern whether such correlations exist within the evaluated articles.

Also, we want to evaluate whether the opinions of the participants are influenced by
their expertise in the target research field. To fulfill this purpose, we introduced a fourth
Category (D), comprising articles authored by the users participating in the system
evaluation, which were directly provided by them. For these articles, the actual journal
where the paper was published has been excluded from the lists of recommended
journals to mitigate potential bias in users’ opinions stemming from its position in
the ranking. This fact was explicitly communicated to the participants. The inclusion
of Category (D) is justified by our assumption that assessing explanations for papers
they are intimately familiar with would result in higher-quality evaluations, given their
in-depth knowledge of the content and topics covered.

The distribution of articles in the pool by category is as follows: A(5), B(14),
C(9), D(23). Although these categories were not disclosed to the participants, they
were directed to guarantee that each participant selects at least one article from each
category. However, responses were not received for all the selected papers. Finally,
a total of 68 recommendations and explanations were evaluated by the 17 experts
participating in the evaluation. The number of articles evaluated within Categories A,
B, C and D is 15, 16, 14 and 23, respectively.

10 This information was intentionally withheld from the users.
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Fig. 6 Results of the global questionnaire

Fig. 7 Results of the specific questionnaire

5.5 Results

In this section, the results of the evaluation are presented as well as the insights from
their analysis.

Figures 6 and 7 show the charts with the answers to the global and specific ques-
tionnaires, respectively. In these figures, the stacked bar charts display the distribution
(proportion) of user responses, color-coded to represent different answer categories.
In order to facilitate interpretation, each bar is aligned around the neutral answer (nei-
ther agree nor disagree) which is marked by a vertical line. This alignment serves
as a reference point, allowing for easy identification of negative responses (ranging
from strongly disagree to somewhat disagree) and positive responses (ranging from
somewhat agree to strongly agree).

Table 4 shows the averages and standard deviations of the scores for the questions
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Table 4 Average and standard
deviation results for the specific
questionnaire on a scale from 1
to 7

SQ1 SQ2 SQ3 SQ4 SQ5

Average 5.28 5.74 5.43 5.87 5.43

s.d 1.98 1.36 1.51 1.22 1.55

Table 5 Average and standard deviation results for the global questionnaire on a scale from 1 to 7

GQ1 GQ2 GQ3 GQ4 GQ5 GQ6 GQ7 GQ8 GQ12 GQ14

Average 5.65 5.12 5.88 5.82 5.82 5.12 5.94 5.88 6.12 6.12

s.d 1.13 1.60 0.96 0.86 0.62 1.45 1.06 0.83 0.90 0.83

Table 6 Number of positive,
negative, and neutral answers for
each question in the specific
questionnaire

SQ1 SQ2 SQ3 SQ4 SQ5

Positive 51 60 54 61 54

Negative 17 8 12 4 12

Neutral 0 0 2 3 2

Table 7 Number of positive, negative, and neutral answers for each question in the global questionnaire

GQ1 GQ2 GQ3 GQ4 GQ5 GQ6 GQ7 GQ8 GQ12 GQ14

Positive 15 13 15 16 17 12 15 16 16 16

Negative 2 2 0 0 0 3 1 0 0 0

Neutral 0 2 2 1 0 2 1 1 1 1

in the specific questionnaire. Table 5 displays the same information for the questions
in the global questionnaire with graded responses.

We can see in these tables that, on average, the evaluation of the explanation capabil-
ities of the system (as well as its recommendations) is positive: the average scores are
always between 5 and 6 (between somewhat agree and agree). In particular, the ques-
tions which scored close to or greater than 6 are: SQ2, GQ3, GQ7 and GQ8 (relating
to transparency); SQ4 and GQ4 (relating to scrutability); GQ5 (relating to trust); and
GQ12 and GQ14 (relating to satisfaction). The lowest scored question is GQ2 (5.12),
relating to the novelty of the recommendations, although this could be explained by
the fact that our evaluators are all experienced researchers in the biomedical field.

In Tables 6 and 7, we also display, for the specific and global questionnaires, respec-
tively, the number of positive, negative, and neutral answers for each question, where
we consider a score of 5, 6, or 7 to be positive, a score of 1, 2, or 3 to be negative, and
a score of 4 to be neutral. From these data, using a one-sample test of proportions for
each question, we have found that the proportion of positive answers is significantly
greater than the proportion of negative answers in every case (with p-values that are
mostly very low). This confirms that our system is positively evaluated by the users.

Focusing on the specific questionnaire outlined in Table 6, it is evident the positive
impact of explanations when comparing the responses to SQ1 with those of other
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Table 8 Average results for the
specific questionnaire focusing
on the subjective opinions of the
participants, i.e., when users
judge the raw recommendations
as positive (positive SQ1) or
negative (negative SQ1)

Class SQ1 SQ2 SQ3 SQ4 SQ5

Positive SQ1 6.31 6.22 6.04 6.23 6.07

Negative SQ1 2.18 4.29 3.58 4.76 3.47

questions. Thus, while the recommendations, without the presence of explanations,
were initially received positively (51), the counts for other specific questions, which
consider the impact of the explanation, increased. Conversely, the opposite trend is
observed for instances of negative responses to SQ1 (17). These findings confirm the
positive role that explanations play in users’ perception of the RS.

Digging deeper, our goal is to investigate whether users’ subjective opinions on the
suggested journals have an impact on their perception of the utility of the explanation.
For this purpose, in Table 8, we also present how users perceived the explanations in
two distinct situations: one where the user does not like the suggestions (articles with
a negative value for SQ1) and another where the user agrees with them (articles with
a positive value for SQ1).

First, let us focus on negative SQ1 answers: Without explanation, the participants
gave an average rating of 2.18. However, after evaluating the explanations, their per-
ception of how the RSworks (SQ5) increased significantly to an average value of 3.47.
11 Furthermore, it is noteworthy to mention that the Pearson correlation score between
SQ1 and SQ5 is−0.673. This score indicates that as SQ1 decreases, there is a greater
improvement in user perception after the explanation. This shift can be attributed to the
fact that explanations aid in comprehending the RS output (SQ2, averaging 4.29) and
considering the sense behind some of the recommendations (SQ3, averaging 3.58).
Notably, these explanations prove valuable in their decision-making process (SQ4,
averaging 4.76). These are all observations indicating the usefulness of explanations
for users.

Conversely, when participants agreed with the provided recommendations (positive
SQ1 answers), despite finding the explanations helpful (with an average rating greater
than 6 in all cases), there was a marginal decline in their overall perception. The
post-explanation SQ5 score equaled 6.07, in contrast to the pre-explanation score of
SQ1, which was 6.31,12 being in this case positively correlated (Pearson correlation
between SQ1 and SQ5 equals to 0.72). One potential interpretation of this scenario is
that participants might utilize explanations to deduce that some of the recommended
journals lack coherence, leading to a decline in SQ3 compared to SQ1.

These findings suggest that when users agree with the recommendations, the sub-
sequent explanations may appear irrelevant. On the other hand, when users do not like
the recommendation, the explanations prove to be beneficial. Similar outcomes have
been observed in a different domain as is the design of explanations in recruitment

11 Results of the paired-t test indicated that there is a significant medium difference between before and
after explanations, p = 0.031.
12 Results of the paired-t test indicated that there is a significant small difference between before and after
explanations, p = 0.009.
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Table 9 Average results for the
specific questionnaire for each
class of article on a scale from 1
to 7: the number of articles
evaluated within Categories A,
B, C, and D is 15, 16, 14, and
23, respectively

Class SQ1 SQ2 SQ3 SQ4 SQ5

A 5.87 6.13 6.00 6.27 6.00

B 4.81 5.81 5.25 5.56 5.19

C 5.00 5.57 5.14 5.43 4,93

D 5.39 5.52 5.35 6.09 5.52

Table 10 Frequency of answers
evaluating different explanation
elements as easy (GQ9), difficult
(GQ10), and helpful (GQ11) and
previous experience with journal
recommender systems (GQ13)

GQ9 GQ10 GQ11 GQ13

EE1 5 3 8 Yes 2

EE2 2 3 0 No 15

EE3 6 0 5

EE4 0 8 1

EE5 4 3 3

decision support systems (Shulner-Tal et al. 2022). Therefore, wewant to highlight the
contribution of the explanation in those situations where the recommended journals do
not align with the user’s criteria, which can be perceived as a weakness for a RS. This
perception of inefficacy can lead to decreased trust in the system, dissatisfaction with
the user experience, and a reluctance to rely on the recommendations offered by the
RS. The results obtained clearly indicate that explanations enhance user satisfaction,
helping in their decision-making process. This assertion is corroborated by responses
to GQ1, which participants answered after evaluating recommendations for all their
selected papers. In this instance, 88.23% of participants found the recommendations
to be reasonable, in contrast with the 75% positive responses obtained for SQ1.

In the preceding discussion, we examined the acquired results in relation to sub-
jective user opinions. Now, our attention shifts to the objective quality of the system
measured by its capability of suggesting the actual journal. It is worth noting that there
may be additional relevant journals, different from the actual journal, where the paper
could be published.13 However, valuable insights can be gleaned from this analysis.
Specifically, in Table 9, we break down the average scores for the questions in the
specific questionnaire into the four categories of articles considered. It appears that
there is a clear positive correlation between the opinions of the users concerning the
quality of the system (recommendations and explanations) and the objective results
obtained. The trends suggest that the better the system objectively performs for an
article (Categories C, B, A), the higher users score subjective system performance for
this article. For Category D, we obtained intermediate results (mainly between the
results for Categories A and B).

In terms of the questions which involved selecting an item and which mainly indi-
vidually analyzed various explanation elements, Table 10 provides information about

13 This can be reflected by the positive outcomes achieved for category C, where users still find value in
the list of recommended journals even when the system is unable to retrieve the actual journal.
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which explanation elements are the easiest and which are the most difficult to under-
stand and also which are the most helpful. We can also see that most participants had
no previous experience with this type of recommender system.

There are three explanation elements (EE1, EE3, and EE5) that stand out in terms of
understandability and usefulness. The easiest to understand is the list of related articles,
followed by the numerical scores and the highlighted terms in the title and abstract.
The same EEs are also considered the most helpful, reversing in this case the order of
scores and related articles. These results seem to tally with the findings of previous
work (Carenini and Moore 2000; Ehsan et al. 2019; Shmaryahu et al. 2020) which
concur that the preference is for short, easy-to-understand explanations. On the other
hand, the users considered the two types of word cloud to be less useful (probably
because they have not been understood properly, especially EE4). In this sense, it
seems that users need to become familiar with the provided explanation elements to
minimize their cognitive effort, aligning with the results in Gedikli et al. (2014).

In order to conclude this section, we examine different explanation objectives as
outlined in Table 3. Generally speaking, users have reported a positive perception
of the system’s quality (GQ1, SQ1). This tallies well with the findings of our offline
evaluation (de Campos et al. 2022), where the system successfully included the correct
journal among the top-10 recommended journals in 71.21% of the cases. Additionally,
the users have reported satisfaction with the given explanation (GQ12, GQ14), with
an average rating of 6.12. It is of note that this satisfaction is particularly strong when
the top-ranked suggestion aligns with the “correct” journal (see Table 9, Category
A, SQ5 column), leading to easily understandable explanations. However, when a
recommendation might not tally with the user’s opinions (see Table 9, Category C,
SQ5 column), understanding the explanation becomes more challenging.

The explanations clearly enhance the transparency of the recommendations with an
average rating of 5.9 (GQ3, GQ7, GQ8). This perception of transparency seems to be
closely tied to the quality of the recommendations themselves (see Table 9, Category
C, SQ2 column, and also GQ6 in Table 5). Moreover, these explanations help users
reason about the correctness of the recommendation system and enable them to make
decisions, as reflected by an average rating of 5.85 for scrutability (SQ4, GQ4). More
significantly, when users need to make decisions for their own papers (see Table 9,
Category D, SQ4), the importance of explanations becomes even more pronounced.
This scenario represents the real-world use of the RS and emphasizes the crucial role
that explanations play since users rely heavily on them to guide their decision-making
regarding the choice of journal for submission.

Based on these findings, we can conclude that providing explanations helps users
to trust (GQ5) the decisions made by the RS and increases their confidence in its
reliability. However, as expected, the quality of the recommendations plays a crucial
role in shaping this trust and confidence.

Limitations of this study A possible limitation of this study is the relatively small
number of users involved in the evaluation of our explanation proposal. It is impor-
tant to note that the individuals conducting the study must possess a comprehensive
understanding of the subject matter and be familiar with the journals suitable for the
publication of the work. The problem is that in the biomedical context where this
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study was conducted, it is very difficult to find available senior researchers who could
serve as volunteers. Nevertheless, despite this drawback, we believe that it is possible
to conclude that the explanation approach presented in this paper has been widely
accepted as a useful tool for making users aware of the recommendation reasons.

A second limitation arises as a consequence of the aforementioned one, given
that the final number of evaluated papers is relatively low. Although we contend that
the quantity of evaluated papers is adequate for deriving meaningful results, a larger
number of evaluated papers would have enabled more robust and conclusive findings.
However, the strength of the obtained conclusions is reinforced by the fact that all
participants are senior researchers.

Lastly, during the evaluation, we presented the explanation elements to users as
if they were interacting with an operational recommender system. We organized the
explanations into two stages (EE1–EE2 initially, followed by EE3–EE4–EE5), where
each group of explanation elements could be considered a compact explanation.Within
each group, the explanation elements could be displayed in a different order to partic-
ipants, aiming to avoid potential biases or counterbalancing issues influenced by the
presentation order of the explanation elements.

6 Conclusions and future works

In this paper, we have presented a novel explanation approach for complementing
the output of a journal CBRS and describing the reasons why the RS suggested such
journals for publishing the paper provided by the user.

The elements of the explanation (tag clouds, RS scores, similar papers, abstract
highlighting), although not new in themselves, are totally adapted to the current prob-
lem and to the RS model, offering an example of a model-intrinsic explanation and
combining global and local information extracted from the model.

In order to validate the explanation approach in terms of a number of aims (trans-
parency, satisfaction, trust and scrutability), we designed and implemented a user study
in the biomedical domain, where the users, after interacting with the explainable RS,
had to complete questionnaires to record their opinions about the process.

From the questionnaire results, we might conclude that, overall, the explanation
provided proved useful for understanding why the RS suggested a particular journal,
not only as separate elements but as a whole, offering a combined explanation which
was accepted by most users involved in the study. This finding, although observed in
other contexts, is also documented in a wide range of publications, such as Gedikli
et al. (2014), Tintarev and Masthoff (2015), Millecamp et al. (2019), Hernandez-
Bocanegra et al. (2020) and Zhang and Chen (2020). Also, the study underscores the
significant contribution of explanations in scenarios where the recommended journals
do not align with the user’s criteria. Similar patterns have been identified in a distinct
domain (Shulner-Tal et al. 2022).

In addition, we found a positive correlation between the objective performance of
the RS and user satisfaction.

Regarding theEEs, it seems that all of them (with the exception of the tag clouds) are
easy to understand and offer an added value for interpreting the RS output. However,
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the two EEs based on tag clouds are more difficult to understand and must therefore
be redefined in further research.

In terms of futurework, following the suggestions of various users in the observation
fields of the questionnaires, we aim to improve the interpretability of the tag clouds
as it was sometimes difficult to understand the general concepts or topics that these
intended to express. One solution could be to complement the use of tag clouds with
a natural language description generated with a large language model to describe
the topics integrated in them. Additionally, a number of users claimed that the terms
contained were too general and this could in turn lead to confusion and result in an
unclear or not useful tag cloud interpretation. We would consequently redefine the
selection policy of the tag clouds in an attempt to find the most expressive ones.

Similarly, several users proposed enhancing the explanation by incorporating
specific features of the recommended journals, such as the impact factor or other bib-
liometric indicators. This addition aims to enrich the explanation with supplementary
information, potentially improving the decision-making process.

In this context, integrating the journal impact factor (or any other relevant measure)
could be accomplished through an online reranking of the initial recommendations,
considering the scientometric index of the journals. The decision to include its effect
could be delegated to the users, who could utilize a slider, for instance, to adjust
the balance between the two extremes (ranging from 100% content to 100% impact
factor). Other bibliometric indicators, such as quartiles, can be easily integrated into
the recommendation ranking by grouping journals accordingly. The same approach
could be applied to the type of journal access; results could be organized by open
access and others.

In a previouswork, de Campos et al. (2022), the author’s previous publicationswere
also incorporated into the RS model as an additional factor which also impacts the
journal recommendation process.Another interesting line of future research, therefore,
would be to incorporate this into the explanation process, with the fact of having
previously published in the recommended journals being another key element for
explaining them.

Meanwhile, this explanation scheme will be exported out of the biomedical field to
cover any type of journal domain and this is a straightforward process. In this way, this
kind of explanation, which has proved useful in this domain, would be successfully
exported to others, thereby widening the range of researchers who could benefit from
the explanation facilities provided.

Finally, we plan to adapt the recommendation system to the problem of academic
expert finding (for example, given a scientific text, to recommend researchers whose
expertise would be useful for collaborations in the topics covered by the provided text)
and to modify the explanation approach to deal with the singularities of this problem.

Appendix A: Description of the protocol of the user study

Before commencing the evaluation, users were instructed to review the study’s guide-
lines to familiarize themselves with various EEs, understand their interpretation, grasp
the flow of the explanation, and learn how to conduct assessments.
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To initiate this process, we provided users with the following introductory
background regarding the issue of venue recommendation:

Background
Given a paper ready to be submitted to a journal or conference, venue in general,
the problemof venue recommendation attempts to automatically identify suitable
publication venues for such paper and suggest them to the author. This is a
difficult problem for various reasons: firstly, because there is a huge number of
possible publication venues, and secondly, because even within a single specific
research domain, there are thousands of publications. It is not, therefore, easy for
researchers to be aware of every academic venue that would suit their domain of
interest. The problem is further exacerbated by the increasing number of papers
which containmultidisciplinary research and by the dynamic change in the scope
of certain venues. The situation is also more difficult for new inexperienced
researchers and for experienced researchers who move to new research areas.
In a previous research, we developed a journal recommender system that tries
to ease this task by suggesting suitable journals that the author could consider
for publication.
In this new research, we are conducting a user study to check whether expla-
nation features designed for the journal recommender system are useful for
understanding the recommendation and increasing the user’s confidence on it.

The second part is focused on the aims of the evaluation:

Aims
At this point, it is important to remark that we are trying to evaluate separately
the quality of the recommendations offered by the system (i.e., whether the pro-
posed journals seem you appropriate to publish the given article) and the quality
of the explanations offered by the system to justify its recommendations. Our
main goal is to evaluate the quality of the explanation facilities of the system,
although knowing your opinion about the quality of the recommendations is also
important. It should be noticed that it is possible that the system makes correct
recommendations and at the same time the explanations of these recommenda-
tion are useful, but it can also be the case that the recommendations are okay but
the explanations are poor and also that the recommendations are not appropriate
but the explanations of these bad recommendations make sense (and even can be
useful to decide not to accept the recommendations). Both bad recommendations
and bad explanations are also possible.
This system, in its current state, represents a first step within the journal selec-
tion process by recommending journals that are suitable to publish a given paper
based solely on thematic content. In this sense, when you are deciding whether
the journal recommendations offered by the system are good or not, the decision
should be made based exclusively on the thematic content of the articles pub-
lished in the recommended journal(s) compared with that of the target article,
without taking into account other factors concerning the journals, as for exam-
ple impact factors, editorial boards or duration and hardness of the evaluation
process.
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Next, users were provided with a comprehensive description of all the EEs they
would encounter in the evaluation. Additionally, instructive examples in the form of
graphics, as illustrated in Figs. 2, 3, 4, and 5 from Sect. 4 of the paper, accompanied
the descriptions. These examples aimed to illustrate specific elements and guide users
on how to interpret them, serving as explanations for the recommended journals. The
objective was to acquaint users with the EEs and enhance their understanding of how
to interpret them in the context of explanations:

Explanation Elements
[EE1]—In the list of recommended journals, attached to each journal there is
a percentage that reflects the confidence of the system on the recommended
journal, i.e., showing decreasing degrees of matching between the target article
and each of the journals, as estimated by the system. These scores explain the
ranking of recommended journals provided by the RS as they give information
about the certainty of the RS on each recommended journal.
[EE2]—An association of the target article to one or several thematic/topical
areas which are commonly covered by the recommended journals. These the-
matic areas are represented in the form of word clouds. The words represented
in them are the most important ones for those topics. These word clouds explain
the main topics of the recommended journals in relation to the target article and
the user could use this information to assess whether the topics of the target
article are related to one or several topics extracted from all the journals in the
ranking. If not, it could be reasonable to think that the recommendation might
not be totally useful as the journals do not publish papers in the target article’s
topics. This EE does not depend on a specific recommended journal.
[EE3]—A list of the up to three most similar articles published in a selected
journal from the ranking (local to a chosen journal). Each similar article has
associated a traffic light highlighting the green, orange or red lights according
to the degree of similarity with the target article (green, very similar; orange,
medium similarity; red, slightly similar). Three very similar papers to the one
to be submitted (all in green color) would explain the fact that this journal has
already published papers with closely related content so it would be a good
option to submit the target article. Otherwise, if they are in red, they are less
related and therefore the journal may be less appropriate than others, although
it still could be a viable option.
[EE4]—One or several word clouds which reflect topics commonly covered by
the articles published in a selected journal (local to a chosen journal). If the
journal topics shown are similar to the topics covered by the target article, it
could be concluded that the target article would fit very well in the scope of the
journal.
[EE5]—For each of the shown word clouds/thematic areas (EE4), the abstract
of the target article with those words in common with this area colored, in order
to illustrate the coincidences. Themore words colored in red in the abstract more
coincidences with the words forming the topic, so more appropriate the journal
could be for publishing.
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Finally, the users could read a text with the flow of the evaluation:

Evaluation Process
To begin with the evaluation, a list of preloaded target articles are shown grouped
in four groups. The user is asked to evaluate several of them from each group (at
least one from each category). After clicking in the corresponding target article
link (magnifying glass), a first page is shown containing the information of the
target article (title, abstract, keywords and concepts) and the recommendation
in the form of a ranking of 10 journals. This is not part of the explanation, only
the recommendation itself. The user should click on a link presented in this
page for the explanation. After this action, the global explanations for that target
article and their 10 recommended journals, i.e., EE1 and EE2, are shown. In the
EE1 ranking, the user may click on the link of each recommended journal for
receiving its local explanation, giving way to explanations EE3, EE4 and EE5
(specific of that journal).
Once the evaluation of a target article is finished, a questionnaire is requested to
be filled, containing specific questions related to this last evaluation (link found
at the right top corner of the web page of the explanations). Please, be aware that
this questionnaire must be completed for each target article selected.
This process could be repeated for each target article as many times as desired
by the user.
After iterating this process for several target articles, and interacted with the
recommendations and their explanations, a final questionnaire with questions
related to the whole evaluation process is asked to be filled, which is found at
the left main menu.
At this point the evaluation is finished.

When engaging with the RS and its explanations, to serve as a reminder and aid in
understanding the significance of each EE, accompanying descriptions were provided.
These descriptions can be found in the captions of Figs. 2, 3, 4, and 5, corresponding
to Sect. 4 of the paper.
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