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a b s t r a c t 

The amount of information we are exposed to on a daily basis is increasing exponentially. Besides, Infor- 

mation Retrieval Systems (IRSs) return the same results for a given query regardless of who submitted 

it. In order to address the problems of finding useful, relevant information and adapting the results to 

the user, the use of personalization techniques is now more necessary than ever. They are not, however, 

particularly popular in live environments as users remain unconvinced about their reliability and, more 

importantly, are concerned about privacy issues. We have developed and compared six generic user pro- 

file representations in order to improve the personalization process and address the problem of privacy. 

We propose a new weighting scheme to build the profiles and a new personalization technique to join the 

advantages of some of the previous profiles. A comprehensive evaluation study of the proposed generic 

user profiles was performed and this revealed very good personalization performance results and some 

interesting conclusions about their use in a political context, more specifically with official documents 

from the Andalusian Parliament. 

© 2016 Elsevier B.V. All rights reserved. 
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. Introduction 

Nowadays, most information is created and exchanged in dig-

tal format with an exponential increase in recent years [9] . The

-Government framework is a specific yet important area of ap-

lication. In this article, we focus on the parliamentary context in

hich vast amounts of information have been published. An abun-

ance of information is pointless, however, if citizens and politi-

ians are unable to find the relevant documents that match their

nformation needs, generally related to problems affecting their

aily lives. 

Most parliaments have two main official publications: the

ecords of the parliamentary proceedings (plenary and committee

essions) and the official bulletins. In a plenary session, political

roups will present their proposals which are then debated and

ut to the vote. Committee sessions, on the other hand, cover par-

icular fields such as agriculture, education or the economy. Each

arliamentary proceedings document contains the full transcrip-

ions of the speeches given by the members of the parliament

n each session. The main component of these documents is the

nitiative , which presents a detailed discussion of a specific issue.
∗ Corresponding author. Fax: +34 958243317. 
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ach initiative is then manually tagged by expert parliamentary

ocumentalists with one or more subjects from the EUROVOC 

1 

hesaurus in order to classify the content. 

Our research group has collaborated with the Andalusian Parlia-

ent since 2005 and has had access to their official publications.

hese are in XML format and some comprise the document col-

ection used in the evaluation process in this article. As a result

f this collaboration, we have built the Seda 2 IRS [ 11 ] in order to

mprove public access to these official parliamentary documents. 

In most cases, traditional IRSs are used to access to parlia-

entary documents facing the following main problems: a large

mount of information is available, users tend to formulate short

nd ambiguous queries [30] , and little is known either about the

sers or their information needs except for their query keywords.

s a result, IRSs tend to retrieve the same results for a given query

egardless of the user. This issue is known as the one size fits all

roblem and personalization [4,5,18,31,36] offers a possible solu-

ion. In personalization, both the user and the query are important

n the retrieval process. The main objective of personalization is to

etrieve results which best suit the user to better satisfy the user’s

pecific information needs, thereby improving the user satisfaction

ith the IRS. 
1 http://eurovoc.europa.eu/ 
2 http://irutai2.ugr.es/SEDA/ 
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Although we did intend to introduce various personalization

features into Seda , we encountered certain privacy issues since Par-

liament does not allow any personal data to be collected about

members of parliament or the public. This is the norm rather than

the exception and is increasingly becoming a major barrier to per-

sonalized IRSs [28] . According to [19] , approximately 85% of users

are concerned about the privacy or security of their online per-

sonal information, 90% have at some time refused to provide on-

line personal information and 35% supply false online personal in-

formation. 

This article therefore has two main objectives: 1) to provide

an alternative option for implementing personalization in privacy-

constrained environments, with a good performance and with-

out the need to collect any personal information. This would be

achieved by means of generic profiles which are learned from the

document collection content; in our particular case from the An-

dalusian Parliament committee sessions which cover specific areas

of interests, and 2) to be able to select the best representation of

the previous generic profiles and configuration parameters to be

used for any given personalization technique and retrieval scenario.

While these generic profiles might be considered ‘unrealistic’ ,

since they do not represent real users, they are a valid approach

[10,29] for possible users interested in certain areas. This is par-

ticularly true in our political context, where one politician may

serve on several committees. Without the use of generic profiles,

the user might also wish to include additional query terms to try

to describe the committee session content. This might be difficult

for the user and may also trigger the query-drift problem [43] : the

inclusion of possibly unrelated terms in the original query might

result in the retrieval of unexpected results which might not con-

tain the original query terms. The user might also choose to filter

out all documents that do not belong to the committee sessions

but in doing so, certain relevant results might be omitted (about

25% according to our studies). Furthermore, a filtering approach is

not a valid solution since relevant documents might be found not

only in committee sessions but also in plenary sessions and official

bulletins, and since these are not implicitly classified, they will not

therefore be retrieved. As a result, the final percentage of possible

relevant missed documents will be much higher than the previous

value. The best approach is therefore to use some kind of person-

alization. 

In order to achieve this article main objectives, we propose six

different ways to represent the generic user profiles learned from

the document collection content. These are based on general topic

areas which are subsequently selected by the users according to

their interests and preferences. It should be noted that these ar-

eas are quite well defined and characterize parliamentary activi-

ties. These profiles are ideal for introducing personalization into

privacy-constrained environments where users are reluctant to re-

veal personal information, as occurs in the case of the Andalusian

Parliament. 

Although these profiles have been used for a political context,

they can also be applied in other privacy-constrained retrieval en-

vironments. The only requirement for building our generic user

profiles is to have a collection where at least a subset of its doc-

uments can be classified into different areas of interest or cate-

gories, that future users might find interesting. If this were not the

case, a clustering process could be used to find clusters of similar

documents according to their content, and subsequently a classi-

fication process can assign new documents to the corresponding

clusters. In our case, since each document in the document col-

lection belongs to one committee session, we have an implicitly

classified document collection. 

We next expose our contributions to achieve the objectives of

this article: 1) the development of user profiles based only on

terms from documents belonging to a given area of interest (com-
ittee sessions) irrespective of where they appear in the docu-

ent; 2) the proposal of a new weighting scheme for profile items

alled diffFreq and we have shown how this is superior to the com-

on tf ∗idf approach [26] , at least in these category-based generic

rofiles; 3) the construction of user profiles based on the EU-

OVOC thesaurus subjects which are manually assigned to each

nitiative. Although this approach might seem promising, it has not

een confirmed by our results. Since we still believed that subjects

hould add value, we designed different ways to obtain the max-

mum benefit from subjects and terms simultaneously; 4) the de-

elopment of a new personalization technique which uses subjects

nd terms from the previous profiles with reasonably good results;

) a hybrid user profile (with four variations) comprising both sub-

ects and terms. We shall explain how each approach should be

sed and the results obtained; and 6) a comprehensive evaluation

nd comparative study of all of the proposed user profile represen-

ations. 

Although generic profiles are frequently used in personalized

ontextual evaluation environments, e.g [29,33] ., most personal-

zed IRSs are not validated with real world experiments [42] , since

hey are extremely difficult due to their complexity and the poten-

ial costs involved. However, these experiments are necessary to

emonstrate the true effectiveness and improvements of any per-

onalized IRS over other systems. Various effort s have been made

o solve this problem, such as for example [40] where the authors

resent an easy automatic methodology to evaluate these person-

lized IRSs. With the previous comprehensive evaluation (sixth

ontribution) we provide the best generic profile representation

nd configuration parameters to be used for a given personaliza-

ion technique and retrieval scenario. We have also obtained very

ood personalized results with a retrieval performance improve-

ent of up to 80.17% on the non-personalized search, together

ith some interesting conclusions about the merits of using these

eneric profiles. 

The remainder of the article is organized as follows:

ection 2 reviews the different user profile approaches in the

iterature; Section 3 describes profile construction, use and the

esults obtained for the newly developed term-based and subject-

ased profiles; Section 4 explains how subjects and terms can

e combined to work together, firstly with the newly developed

ersonalization technique, and secondly with the hybrid profiles;

ection 5 compares all of the developed profiles and presents

ome interesting conclusions; and finally Section 6 outlines the

eneral conclusions of the article and proposals for future research.

. Related work 

There are three main stages to any IR personalization process:

he first is to acquire and represent the user context in the user

rofile; the second is to exploit the user profile information in the

etrieval process as well as possible; and the third is to evaluate

he entire personalization process. Some additional issues may also

e considered such as privacy when collecting or managing per-

onal data [19] , or different ways of presenting the personalized

esults [2] as simply and as intuitively as possible. 

The quality of the personalized results is highly dependent on

he quality of the user profile and how well its information is ex-

loited in the retrieval process. The user profile building process is

herefore an extremely important step in order to obtain good per-

onalized results. We can see the importance of building accurate

ser profiles even applied to other domains such as social media

21] or IR related fields such as recommender systems [3] . 

The authors in [14] outline the following three main stages

ithin the IR user profile building process related to the user in-

ormation: 1) to collect it; 2) to represent it; and 3) to keep it up-
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User Profiles
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Fig. 1. Main stages of the user profile building process. 
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ated. With our generic user profiles we highly simplify the first

nd third steps. The diagram in Fig. 1 visualizes these stages. 

We shall now briefly explain the first and third stages and go

eeper with the second stage, since the study of different kinds of

ser profile representations is one of the key aspects of this article.

- Information gathering. The first step when building an individ-

al user profile is to gather all the possible or necessary informa-

ion about the user. In order to do so, users must be uniquely iden-

ified by the system. The three main ways of user identification are

ookies, logins and software agents. The final method is not often

sed since users must install a program on their devices and are

ware that they will be closely monitored. The best compromise

s to use logins but with the additional possible use of cookies for

hose who do not want to register and login each time they use

he system. 

The information gathering process can either be performed on

he user’s device or on the server, and the information available

ill vary according to where the process is performed. This infor-

ation may be collected explicitly and entered by the user or im-

licitly in a variety of different ways. An example of an implicit ap-

roach is [27] , where the authors use implicit feedback information

o perform query expansion based on previous queries, and instant

esult reranking based on click-through data. Generally speaking,

mplicit data collection places no burden on the user, and since

he performance of these systems is similar to or even better than

xplicit systems according to [35] , their use is preferred. 

- User profile representation. In the previous step, we explained

ow to gather the necessary user information for building the

ser profile. Once we have this data, we need to define a way

o represent it. This information representation will be stored in

he user profile . This user profile will be used by personalization

echniques to retrieve results that best match user interests and

references. According to [14] , there are three main representa-

ions for user profiles: weighted keywords, semantic networks and

eighted concepts. 

Weighted keywords. This is the most common user profile rep-

esentation, the simplest to build and one of the first approaches.

hey require a large amount of user feedback in order to learn all

he terms which represent user interest to match these interest-

erms with documents to be retrieved. The keywords and their as-

ociated weights may be automatically learned from the user vis-

ted documents or directly given by the user. The keyword weights

how the importance of each keyword within the profile. The main

roblems of this type of user profile is keyword synonymy (differ-

nt words with the same or similar meanings), which may result

n a recall decrease, and keyword polysemy (same word with dif-

erent meanings), which may result in a precision decrease. These

roblems may make this kind of user profile somewhat ambiguous.

Examples of this user profile approach are Amalthaea [24] ,

here the author learns user profiles from the web pages vis-

ted by users based on the well-known tf ∗idf approach [26] . He

lso allows users to explicitly provide their profiles weighting them
igher than the automatically learned. In WebMate [7] , the au-

hors build user profiles comprising a vector of keywords for each

ser area of interest also following the tf ∗idf approach. In the case

f [32] , the authors propose a fine-grained search by capturing

hanges in user preferences. For that purpose, they build and test

hree different user profiles based on relevance feedback and im-

licit information, user browsing history, and a modified collabora-

ive filtering. Another example is [1] , where the authors extract the

rofile terms and weights from rss news feeds also following the

f ∗idf weighting scheme. They show and allow the user to edit this

rofile. Although users prefer this transparency and control they

emonstrate this ability harms the system personalization perfor-

ance. 

Semantic networks. Within this kind of user profile repre-

entation each node represents a concept. The semantic network

elps to avoid the aforementioned weighted keyword representa-

ion synonymy and polysemy problems, but they must learn the

erminology (terms) associated to each concept. One example of

his approach is [15] , an online digital library filtering system,

here the authors initially have a semantic network of unlinked

oncept nodes. Each concept is represented with a single, repre-

entative term for that concept. In the user profile learning pro-

ess more weighted terms are associated and linked to the corre-

ponding concepts, creating links also between concepts. Another

xample is detailed in [23] , where a filtering interface is created to

ersonalize the results from the Altavista search engine. The user

rofiles comprise three components: a header, which includes the

ser’s personal data, a set of stereotypes and the interests for each

tereotype. Another semantic network example is to be found in

29] , which presents a personalized search system with ontology-

ased user profiles. These user profiles are built by assigning scores

o user interests which have been implicitly derived from con-

epts of the Open Directory Project (ODP) ontology 3 . Finally, in

34] the authors propose a personalized ontology model for knowl-

dge representation and reasoning over user profiles. This person-

lization model learns ontology-based user profiles from both a

ublic knowledge base and the user’s local information source. 

Weighted concepts. These are similar to semantic networks

ince they also have conceptual nodes and relations between them,

ut in this case, the nodes are represented by abstract topics of

nterest to the user instead of terms. In contrast to semantic net-

orks, weighted concept user profiles are trained on examples for

ach concept a priori, having already mapped the vocabulary and

oncepts. These user profiles are therefore robust to variations in

erminology and are learned with much less user feedback. Mean-

hile, they are also similar to weighted keyword user profiles,

ince they are usually represented as vectors of weighted concepts.

n recent years, it is common to use a hierarchical representation

f concepts which are usually derived from a taxonomy, thesaurus
3 http://www.dmoz.org/ 

http://www.dmoz.org/
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Table 1 

Examples of the tProf and sProf profiles, for the ’agriculture and livestock’ area of interest (unstemmed, with fewer 

decimals and translated into English) following the two different weighting schemes and using the ss and ls stop- 

word lists. 

tProf t = { 0.013 ∗agriculture 0.013 ∗sector 0.009 ∗agrarian 0.009 ∗fishing 0.009 ∗production 0.008 ∗sir 

(tf ∗idf - ss) 0 .0 08 ∗aid 0.0 08 ∗andalusia 0.0 07 ∗farmer 0.0 07 ∗product ... } 

tProf t = { 0.014 ∗agriculture 0.014 ∗sector 0.010 ∗agrarian 0.010 ∗fishing 0.010 ∗production 0.008 ∗aid 

(tf ∗idf - ls) 0 .0 08 ∗farmer 0.0 07 ∗product 0.0 07 ∗oil 0.0 07 ∗rural ... } 

tProf t = { 0.007 ∗agriculture 0.007 ∗sector 0.004 ∗fishing 0.004 ∗agrarian 0.004 ∗production 0.004 ∗aid 

(diffFreq - ss) 0 .0 03 ∗farmer 0.0 03 ∗product 0.0 03 ∗rural 0.0 02 ∗oil ... } 

tProf t = { 0.008 ∗agriculture 0.008 ∗sector 0.005 ∗fishing 0.005 ∗agrarian 0.005 ∗production 0.004 ∗aid 

(diffFreq - ls) 0 .0 03 ∗farmer 0.0 03 ∗product 0.0 03 ∗rural 0.0 03 ∗oil ... } 

sProf s = { 0.216 ∗“agricultural aid” 0.128 ∗“agricultural policy” 0.099 ∗“agricultural production”

(diffFreq) 0 .098 ∗“oily” 0.095 ∗“food industry” 0.091 ∗“fishing” 0.083 ∗“oil” 0.075 ∗“huelva province” ... } 
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or a reference ontology, instead of using concepts with no struc-

ture, and this enables a much richer representation. 

An example of this approach is described in [37] , in which the

authors build user profiles based on the user’s browsing history

by using concepts from the first three levels of the ODP ontol-

ogy. Another example is [39] , where the authors use weighted

concept user profiles built on ontology-based semantic structures

and metadata. They also build a context representation of the re-

trieval task, which is used to activate different parts of the user

profile at runtime, thus matching the appropriate part of the user

profile with the current retrieval task. In [22] the authors classify

weighted thesaurus profiles of previous users into similar groups of

users. When a new user arrives, the system recommends a profile

to this user based on similarities with other users and it is then

used for personalization or recommendation purposes. Finally, in

[6] the authors show three different ways to use ODP: first, as a

semantic support to find relations between concepts; secondly, to

identify some ODP structure parts which are relevant to the user;

and thirdly, for the user to directly choose the ODP concepts they

are interested in. They then study how to use these three user pro-

files with query modification and reranking personalization tech-

niques. 

- User profile update process. Any interests and preferences in

the user profile need to be constantly updated since they are dy-

namic and change over time [20,25] . An update process is there-

fore required so that the user profile remains accurate and up to

date. This step is highly dependent on the two previous steps and

should be considered in their design. For example, the use of im-

plicit user information acquisition techniques highly facilitate this

task. A static profile is only useful in very specific cases. Dynamic

user profiles could be separated into long-term profiles (interests

which define the user) and short-term profiles (more related to

a specific information need). Both types of profiles will therefore

evolve, but whereas the long-term one will be rather stable, the

short-term one will be built and destroyed in a relatively short pe-

riod of time. 

Two examples where the authors try to combine both the long-

term and short-term user profile approaches are Alipes [41] , where

three different vectors of weighted terms are used for each user

interest: one for the long-term user profile, another for the short-

term one (positive) and another for the short-term one (negative).

The other example is detailed in [10] , where the authors study how

to learn long-term user interests by aggregating short-term user

interests. 

3. Term and subject based profiles 

Both the profile information and its representation are impor-

tant to produce good quality profiles, which are also essential to

obtain good personalization results. For this reason, special care

needs to be taken in the profile building process. In this article,

we propose different approaches for the building process of our
eneric profiles and then compare their performance to obtain the

est possible personalization results. 

.1. Profile building process 

In this section we outline the design of the profile building pro-

ess. For each of the proposed user profiles based either on terms

r subjects, we shall explain its main characteristics and how to

uild and use them. 

Term-based profiles (tProf): The first profile approach, based

n the terms in the collection, can be considered as a weighted

eyword profile, since the terms themselves are the items which

epresent user interests. These profiles are the easiest to build, but

hey need to have many terms to accurately define a user interest.

hese profiles are also less understandable for users than concept-

ased ones since their interests are much more easily mapped

ith concepts than with isolated terms. However, terms allow a

ore fine-grained representation of the collection content, see ex-

mple in Table 1 . 

At first, we took the simple and common tf ∗idf weighting

cheme [26] to build this kind of user profile. More specifically,

ach profile associated to an area of interest (committee) com-

rises the first k terms from documents of this area, ordered ac-

ording to decreasing tf ∗idf weight values. 

We soon realized, however, that user profiles following this

eighting scheme included some terms not actually important or

epresentative of any area of interest. Those terms were more con-

ected with the documents format, such as señor (sir) to introduce

 new speaker (see Table 1 ) or gracias (thank you) to express grat-

tude at the end of the speaker’s speech, among others. In order

o measure the impact of these specific collection stopwords, we

ecided to use two different stopword lists. We have used ss (list

f short stopwords) to designate general purpose Spanish stopwords

nd ls (list of long stopwords) to designate long or extended stop-

ords with stopwords specific to our document collection, such as

he previously mentioned señor, gracias, etc . 

Subject-based profiles (sProf): This second approach, based on

he initiative subjects, can be considered a weighted concept pro-

le, since these subjects represent abstract topics of interest for

he user instead of terms. They are represented as unstructured

eighted concept vectors. The main advantages of general concept

rofiles are that they are robust to vocabulary variations and re-

uire less user feedback. These characteristics and the fact that the

ubjects are manually selected by experts in the document collec-

ion as the best initiative content representation lead us to con-

ider that they would be a good resource to exploit. 

In our opinion, the tf ∗idf tProf weighting scheme is not suitable

or this kind of subject-based profile. Subjects are in fact some type

f metadata-tag for the initiative content, usually from a controlled

ocabulary (in our case from the EUROVOC thesaurus). Since this

nformation is very concise and manually assigned by expert doc-



E. Vicente-López et al. / Knowledge-Based Systems 112 (2016) 127–141 131 

u  

q

 

c  

t  

d  

a  

c  

i  

m

 

u  

s  

s  

f  

w  

t  

a  

o  

m

d  

o  

t  

F  

s  

e  

r  

e  

fi

 

F  

b  

t  

t

 

c  

w  

p  

i  

s  

b  

s  

t  

t  

f  

w

3

 

t  

d  

s  

u  

h  

d  

b  

[  

b  

b  

t  

u  

d  

m  

T  

t  

v  

fi  

p  

c  

e  

m  

s  

m  

N  

n  

t  

p  

p  

m  

p  

c

n

 

t  

c  

o

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

u  

i  

r  

I  

t  

a

/

/

 

a  

c  

d  

w  

t

i  

c  

a  
mentalists, the concept of idf (diminishing the influence of fre-

uent items in the corpus) is meaningless for subjects. 

We propose another weighting scheme for the profile items

alled diffFreq , in order to avoid the two previous problems: 1)

o be able to homogeneously build generic user profiles indepen-

ently of the considered content (terms or subjects), and 2) to

void to extend the language stopwords list to incorporate spe-

ific document collection stopwords. Additionally, as we shall see

n Section 3.3 , this new weighting scheme obtains better perfor-

ance results than the tf ∗idf approach. 

We now show how to select the elements of each profile type

sing the newly proposed weighting scheme diffFreq . Let X repre-

ent either a term in the case of tProf or a subject in the case of

Prof , and let Y represent a profile. We then define f + (X, Y ) as the

requency of X in documents belonging to any area(s) of interest

hich form the profile Y ; f + (Y ) is the number of elements (either

erms for tProf or subjects for sProf ) within Y ; f −(X, Y ) and f −(Y )

re the frequency of X and the number of elements in documents

utside the profile Y , respectively. We then define the diffFreq for-

ula for the relevance of X with respect to Y as: 

i f f F req (X, Y ) = 

f + (X, Y ) 

f + (Y ) 
− f −(X, Y ) 

f −(Y ) 
(1)

r in other words, the normalized frequency of X within Y minus

he normalized frequency of X outside Y . If the final value is diff-

req ( X, Y ) ≤ 0, then X is more frequent outside Y than within and

o it is not representative of Y and we will not consider it. How-

ver, if the final value is diffFreq ( X, Y ) > 0, this means that X rep-

esents Y to a certain degree and so we keep it. All the retained

lements are sorted in decreasing order of relevance to form the

nal user profile. 

Table 1 shows an example of the tProf and sProf learned profiles.

or tProf we follow the tf ∗idf and diffFreq weighting schemes with

oth the ss and ls stopword lists. For sProf profiles we only show

he diffFreq weighting scheme with the ls stopword list because of

he reasons previously explained in the sProf definition. 

Looking at Table 1 we can see how the tProf - tf ∗idf profiles

hange by using the ss or ls stopword lists. For example, the

ords sir and andalusia disappear and the words oil and rural ap-

ear, respectively. However the words following the new weight-

ng scheme diffFreq are almost the same independently of the used

topwords list. The differences between the tProf tf ∗idf - ls and

oth diffFreq profiles are not observable in the table (apart from

ome word position inversions and slightly different weights), but

here are some differences in further profile positions. However,

he mere fact that diffFreq is able to remove the specific stopwords

rom the document collection already justifies its use. Moreover, as

e shall see in Table 3 , the performance is also better. 

.2. Evaluation framework 

The evaluation framework, which will remain the same

hroughout this article, comprises the following components: 1) a

ocument collection consisting of 658 committee sessions from the

ixth and seventh Andalusian Parliament terms of office, marked

p in XML (containing 432,575 retrievable structural units); 2) a

eterogeneous set of 23 queries formulated by real users of the

ocument collection; 3) Garnata [12] as the search engine and

ased on XML retrieval, firstly introduced by Chiaramella in 2001

8] . XML retrieval is able to retrieve specific document parts that

est meet the user’s information needs, e.g. by returning a possi-

ly relevant paragraph rather than the entire document as tradi-

ional IRSs do. This feature is particularly useful with large doc-

ments. Although we work with XML, the proposed user profiles

o not depend on this documents format; 4) the relevance assess-

ents were obtained from a conducted user study (ground truth).
his user study involved 31 users, with a total of 126 evaluation

riplets (user, query, profile), i.e. the relevance assessments pro-

ided by a given user, evaluating a given query under a given pro-

le (considering each user chose the user profile closest to their

ersonal interests and none of the user profile representations dis-

ussed in this article was shown to the user but rather a brief gen-

ral description of the expected content); 5) the NDCG evaluation

etric (normalized discounted cumulative gain) [17] , with some

pecial considerations due to the structured nature of the docu-

ents; and 6) the personalization techniques used are NQE, HRR,

QE+m, HRR+m, CAS and CASor , which represent a highly heteroge-

eous set of personalization techniques, with approaches from the

hree possible retrieval stages (in some cases mixing them) where

ersonalization can be applied: before the search (e.g. query ex-

ansion - NQE ), during the search (not yet often used, i.e. retrieval

odel modification - NQE+m and HRR+m ) and after the search is

erformed (e.g. reranking - HRR ). Additionally, we have also in-

luded two additional content-and-structure personalization tech- 

iques ( CAS and CASor ). 

We shall now briefly explain these personalization techniques

o enable a better understanding of their heterogeneity and main

haracteristics. For more details about these techniques or any

ther evaluation framework component see [13] . 

• NQE (normalized query expansion) : as its name suggests, this

consists in adding the first k profile terms normalized by a fac-

tor called p 0 to the original query terms. 

• HRR (hard reranking) : we perform two separate queries: the

original query and the NQE query. We start a matching process

between both lists of retrieved results and a matching occurs

when the same result is found in both lists. The final person-

alized list of results is the original query results reordered ac-

cording to the NQE matching order. 

• NQE+m and HRR+m are the two previous techniques but using

a modification of our Garnata search engine retrieval model. In

short, this consists in differentiating between the original and

expanded query terms in one step of the retrieval process to

avoid the query-drift problem. 

• CAS and CASor : an explanation of these personalization tech-

niques is necessary as it will be required later in the article.

These techniques use content-and-structure queries. These CAS

queries allow us to make full use of the document structure,

specifying in the query what we are looking for (the content),

and where this should be located in the required documents

(the structure). 

In order to specify CAS queries, we have selected the widely

sed NEXI language [38] . The general form of a NEXI CAS query

s //A[B]//C[D] . For example, the following CAS query attempts to

etrieve chapters dealing with personalization and containing an

NEX bibliography, in books with titles relating to information re-

rieval, where the chapter units are the target and the book units

re the context: 

/ book [ about (.// title , information retrieval )] 

/ chapter [ about (., personalization ) and about (.// bibliography , INEX )] 

We shall transform the original query into a CAS query in such

 way that its target part coincides with the original query and its

ontext part contains the profile information. As the original query

oes not specify any structural restriction, we use the NEXI path

ildcard operator “∗” (meaning first or subsequent descendant) in

he target part so that // ∗[about(.,originalQueryTerms)] 
s a CAS query equivalent to the original content-only query. For the

ontext part of the query, we propose the use of the largest retriev-

ble structural unit in the collection, MaxUnit (which is the least
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Table 2 

Examples of final tProf and sProf profiles using k = 5 and p 0 = 0 . 66 as user profile configuration param- 

eters. 

tProf (tf ∗idf - ls) 0.66 ∗agriculture 0.639 ∗sector 0.455 ∗agrarian 0.452 ∗fishing 0.450 ∗production 

tProf (diffFreq - ls) 0.66 ∗agriculture 0.647 ∗sector 0.401 ∗fishing 0.399 ∗agrarian 0.398 ∗production 

sProf (diffFreq) 0 .66 ∗“agricultural aid” 0.390 ∗“agricultural policy” 0.302 ∗“agricultural production”

0 .299 ∗“oily” 0.291 ∗“food industry”

Table 3 

Maximum ( max ), average ( μ) and standard deviation ( σ ) performance values for 

the tProf profiles following the tf ∗idf and the diffFreq weighting schemes using ss 

(short stopwords) and ls (long stopwords). 

NQE HRR NQE + m HRR + m CAS CASor 

max 0 .608 0 .624 0 .637 0 .645 0 .629 0 .601 

tf ∗idf μ 0 .517 0 .569 0 .597 0 .593 0 .611 0 .546 

(ss) σ 0 .076 0 .048 0 .040 0 .046 0 .011 0 .035 

max 0 .617 0 .630 0 .645 0 .669 0 .663 0 .647 

tf ∗idf μ 0 .503 0 .565 0 .608 0 .614 0 .636 0 .591 

(ls) σ 0 .083 0 .056 0 .040 0 .048 0 .013 0 .040 

max 0 .617 0 .626 0 .661 0 .676 0 .667 0 .643 

diffFreq μ 0 .511 0 .568 0 .611 0 .614 0 .646 0 .625 

(ss) σ 0 .080 0 .050 0 .049 0 .055 0 .015 0 .013 

max 0 .615 0 .626 0 .666 0 .681 0 .671 0 .650 

diffFreq μ 0 .508 0 .567 0 .612 0 .615 0 .650 0 .639 

(ls) σ 0 .080 0 .050 0 .050 0 .056 0 .016 0 .010 
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restrictive structural unit to hold the profile terms). The expanded

CAS query would therefore be 

// MaxUnit [ about (., profileTerms )] // ∗ [ about (., originalQueryTerms )] 

Instead of using all the profile terms together, another option

is to let each term comprise a different about clause, with all of

these clauses being connected by the or operator. The reason for

this modification is that in our case it is not necessary for all the

profile terms to appear in the context part of a relevant structural

unit. This new version of the expanded CAS query (CASor) is then 

// MaxUnit [ about (., profileTerm1 ) or about (., profileTerm2 ) or . . . or 

about (., profileTermK )] // ∗ [ about (., originalQueryTerms )] 

Before detailing our results, we shall explain how we have used

these profiles according to the personalization techniques. All of

the previous personalization techniques have an underlying com-

mon feature: in one way or another, all use an expanded query.

There are therefore two main user profile parameters to use: a

given number of expansion terms ( expTerms ) or subjects ( expSubj )

k = 5 , 10 , 20 , 40 and a maximum weight normalization factor p 0 =
0 . 33 , 0 . 66 , 0 . 99 , which controls the importance of the expanded

items with respect to the original query terms (weighted by 1.0).

Once we have chosen the value of both parameters the k items

normalized by p 0 will be the same for every personalization tech-

nique. The combination of both variables gives us a total number

of k (4) ∗p 0 (3) different weighted terms or subject sets to provide to

each personalization technique. Table 2 shows some examples of

these final user profiles using ls stopwords from Table 1 . 

3.3. Results 

This section shows the results of the different proposals for

building user profiles based on terms (tProf) and subjects (sProf) ,

together with the conclusions derived from each approach. If not

otherwise specified, each cell in all of the following results tables
epresents the average over the 126 evaluation triplets from the

ser study conducted for a given combination of expansion terms

r subjects k , maximum normalization factor p 0 and a given per-

onalization technique. 

tProf results. We shall start by showing the results from the

erm-based user profiles. First, we wish to illustrate the differences

n performance between the results obtained following the tf ∗idf

nd the new diffFreq weighting schemes with the two different

topword lists ss and ls (see Section 3.1 ). Table 3 shows the best

 max ), average ( μ) and standard deviation ( σ ) performances of the

f ∗idf and the diffFreq weighting schemes, using ss and ls lists as

topwords for the term-based user profiles and under the previ-

usly mentioned evaluation framework. 

As we can see in Table 3 , the tf ∗idf (ls) approach improves tf ∗idf

ss) performance in most cases. More specifically, for the averaged

ix personalization techniques, max improves by 3.37%, μ improves

y 2.41% and σ deteriorates by −10 . 06% . However, when diffFreq

ls) is compared with diffFreq (ss) there is only an improvement of

.52% in max , 0.42% in μ and a deterioration of −0 . 32% in σ . These

alues show how the manual elimination of specific document col-

ection stopwords (by using ls instead of ss ) clearly improves tf ∗idf

erformance, while this is not the case for diffFreq which performs

lmost identically regardless of the stopword list used. 

These results demonstrate how our newly developed weight-

ng scheme diffFreq is able to eliminate almost all of the spe-

ific document collection stopwords by itself. Even if we com-

are tf ∗idf (ls) , which is the best tf ∗idf approach, with diffFreq (ss)

he worst diffFreq approach, our new weighting scheme diffFreq

till achieves 0.47% better max results and 1.65% better average

esults. 

Combining the problems identified in Section 3.1 , i.e. for the

Prof profiles that follow the tf ∗idf weighting scheme unsuitable

erms appear that need to be manually removed (or manually in-

luded in the stopword list used), with the unsuitable use of the idf

omponent with subjects, and that the diffFreq weighting scheme

as shown to perform better, it is clear why we have hereon cho-

en to follow the diffFreq weighting scheme. 

Having demonstrated the suitability of the diffFreq weighting

cheme for building generic profiles, Table 4 shows the NDCG aver-

ge values considering term-based user profiles for all profile con-

guration parameters for each personalization technique under the

iven evaluation framework (best values in bold). We also show

tatistically significant differences between the best configuration

alues (in bold) and the other profile configurations for each per-

onalization technique using a Student t -test at different signifi-

ance levels. 

From this table, we may draw the following main conclusions:

rstly, personalized results are always better than the original non-

ersonalized result (baseline), except for NQE with k = 40 and p 0 =
 . 99 ; secondly, the combination of the best k and p 0 user profile

arameters for each personalization technique (in bold) depends

n the given personalization technique, with the highest values be-

ng obtained for those techniques that best avoid the query-drift

roblem ( NQE+m, HRR+m, CAS and CASor ), and relatively low val-

es for those techniques that partially avoid this problem ( NQE

nd HRR ); thirdly, the absolute and averaged maximum perfor-

ances are obtained by HRR+m and CAS , respectively, with k = 40



E. Vicente-López et al. / Knowledge-Based Systems 112 (2016) 127–141 133 

Table 4 

NDCG averaged values for the tProf profiles (best values in bold). 

k p 0 NQE HRR NQE + m HRR + m CAS CASor 

5 0 .33 0 .615 0 .621 0 .516 ∗∗∗ 0 .512 ∗∗∗ 0 .618 ∗∗∗ 0 .628 ∗∗∗

5 0 .66 0 .572 ∗∗∗ 0 .604 ∗∗ 0 .601 ∗∗∗ 0 .598 ∗∗∗ 0 .644 ∗∗ 0 .646 

5 0 .99 0 .524 ∗∗∗ 0 .582 ∗∗∗ 0 .633 ∗∗∗ 0 .640 ∗∗∗ 0 .650 ∗ 0 .647 

10 0 .33 0 .605 0 .626 0 .538 ∗∗∗ 0 .537 ∗∗∗ 0 .629 ∗∗∗ 0 .636 ∗

10 0 .66 0 .524 ∗∗∗ 0 .576 ∗∗∗ 0 .626 ∗∗∗ 0 .628 ∗∗∗ 0 .655 ∗ 0 .648 

10 0 .99 0 .462 ∗∗∗ 0 .542 ∗∗∗ 0 .645 ∗∗ 0 .656 ∗∗ 0 .657 ∗ 0 .650 

20 0 .33 0 .575 ∗∗ 0 .611 0 .570 ∗∗∗ 0 .564 ∗∗∗ 0 .639 ∗∗∗ 0 .630 ∗∗∗

20 0 .66 0 .475 ∗∗∗ 0 .553 ∗∗∗ 0 .647 ∗ 0 .652 ∗∗ 0 .662 ∗ 0 .645 ∗∗

20 0 .99 0 .412 ∗∗∗ 0 .507 ∗∗∗ 0 .657 ∗ 0 .670 ∗ 0 .663 ∗ 0 .650 

40 0 .33 0 .541 ∗∗∗ 0 .596 ∗ 0 .587 ∗∗∗ 0 .582 ∗∗∗ 0 .645 ∗∗∗ 0 .623 ∗∗∗

40 0 .66 0 .428 ∗∗∗ 0 .517 ∗∗∗ 0 .658 0 .665 ∗ 0 .665 0 .629 ∗∗∗

40 0 .99 0 .365 ∗∗∗ 0 .467 ∗∗∗ 0 .666 0 .681 0 .671 0 .632 ∗∗

μ 0 .508 0 .567 0 .612 0 .615 0 .65 0 .639 

σ 0 .08 0 .05 0 .05 0 .056 0 .016 0 .01 

Baseline 0 .381 

Note: | ∗p < .05, ∗∗p < .01, ∗∗∗p < .001|. 

Table 5 

NDCG averaged values for the sProf profiles (best values in bold). 

k p 0 NQE HRR NQE + m HRR + m CAS CASor 

5 0 .33 0 .565 0 .580 0 .483 ∗∗∗ 0 .478 ∗∗∗ 0 .534 0 .537 ∗∗

5 0 .66 0 .518 ∗∗∗ 0 .564 ∗ 0 .547 ∗∗∗ 0 .547 ∗∗∗ 0 .531 0 .536 ∗∗

5 0 .99 0 .465 ∗∗∗ 0 .534 ∗∗∗ 0 .577 ∗∗∗ 0 .578 ∗∗∗ 0 .525 0 .539 ∗∗

10 0 .33 0 .574 0 .586 0 .495 ∗∗∗ 0 .492 ∗∗∗ 0 .537 0 .556 

10 0 .66 0 .514 ∗∗∗ 0 .567 0 .565 ∗∗∗ 0 .568 ∗∗∗ 0 .542 0 .557 

10 0 .99 0 .446 ∗∗∗ 0 .527 ∗∗∗ 0 .599 ∗∗ 0 .608 ∗∗ 0 .540 0 .551 ∗∗

20 0 .33 0 .561 0 .575 0 .504 ∗∗∗ 0 .499 ∗∗∗ 0 .519 0 .560 

20 0 .66 0 .490 ∗∗∗ 0 .546 ∗ 0 .576 ∗∗∗ 0 .581 ∗∗∗ 0 .533 0 .560 

20 0 .99 0 .419 ∗∗∗ 0 .491 ∗∗∗ 0 .613 0 .619 ∗∗ 0 .535 0 .554 ∗

40 0 .33 0 .538 ∗∗∗ 0 .564 ∗ 0 .510 ∗∗∗ 0 .510 ∗∗∗ 0 .483 ∗∗ 0 .565 

40 0 .66 0 .458 ∗∗∗ 0 .515 ∗∗∗ 0 .581 ∗∗∗ 0 .590 ∗∗∗ 0 .512 ∗ 0 .563 

40 0 .99 0 .389 ∗∗∗ 0 .468 ∗∗∗ 0 .618 0 .628 0 .520 0 .554 ∗

μ 0 .495 0 .543 0 .556 0 .558 0 .526 0 .553 

σ 0 .06 0 .037 0 .047 0 .052 0 .016 0 .01 

Baseline 0 .381 

Note: | ∗p < .05, ∗∗p < .01, ∗∗∗p < .001|. 
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nd p 0 = 0 . 99 in the maximum case. The absolute maximum per-

ormance represents an improvement of 78.65% over the baseline. 

sProf results. As explained in its definition, sProf user profiles

nly use the initiative subjects in their building process. In sum-

ary, each document initiative may have one or several subjects

hich have been manually selected by human documentalists as

he best representation of the initiative content, while each subject

ay comprise one or several words. The results of applying these

ubject-based user profiles under the given evaluation framework

re presented in Table 5 following the same Table 4 format. 

However, before drawing certain conclusions from this table, we

hall explain how subjects are really used by the different person-

lization techniques. A priori, this use should be exactly the same

s when term-based user profiles are used (tProf) but because of

he nature of the subjects, this is not exactly accurate. 

Subject words are used as the expansion terms under the NQE,

RR, NQE+m and HRR+m personalization techniques. We should

ighlight two slight differences in relation to the tProf user profiles.

he first difference is connected with the expansion process, i.e.

lthough k subjects are still used in this expansion process since

ubjects comprise various different words (including some which

ay have been repeated between subjects), the total number of

xpansion words is unlikely to be exactly equal to k . The second

ifference is that although the subject words are obviously seman-

ically related to their corresponding initiative content, the words

hemselves do not necessarily match the initiative terms. When

hese two differences are considered, they may result in a com-
arison between the results of the tProf and sProf profiles (for each

onfiguration of the k and p 0 parameters of the user profiles) that

ould not have been made a priori under the same conditions.

evertheless, the trends of these results and the general conclu-

ions arising from them are still valid and are in fact very similar.

n this respect, we can see how the sProf profile results shown in

able 5 for the first four personalization techniques are lower than

hose for the tProf profiles in Table 4 . The maximum values, aver-

ges and even standard deviation trends, on the other hand, are

uite similar. 

The use of the CAS and CASor personalization techniques is also

 bit different from the tProf user profile approach. If we consult

ection 3.2 CAS and CASor personalization techniques underlying

AS queries, now that we are using subjects instead of terms these

ill be transformed into the following expressions, respectively: 

/MaxUnit[about(.//subjects,profileSubjects)] 
/ ∗[about(.,originalQueryTerms)] 
//MaxUnit[about(.//subjects,profileSubject1) 

r about(.//subjects,profileSubject2) 
or... or about(.//subjects,profileSubjectK)] 

/ ∗[about(.,originalQueryTerms)] 
It can be seen how in the new CAS queries using the sProf user

rofiles, the previous profileTerms are replaced by profileSubjects .

owever, as the reader may observe, these profile subjects are now

nly searched in the initiative-associated subject tags where the

ubjects are located and not in the entire MaxUnit content. There-
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Table 6 

NDCG averaged values for the newly developed 

CASmix personalization technique. 

k p 0 CASmix 

5 0 .33 0 .637 ∗∗

5 0 .66 0 .641 ∗∗

5 0 .99 0 .642 ∗∗

10 0 .33 0 .657 ∗

10 0 .66 0 .663 

10 0 .99 0 .663 

20 0 .33 0 .663 ∗∗

20 0 .66 0 .665 ∗

20 0 .99 0 .667 

40 0 .33 0 .666 

40 0 .66 0 .672 

40 0 .99 0 .671 

μ 0 .659 

σ 0 .012 

Baseline 0 .381 

Note: | ∗p < .05, ∗∗p < .01, ∗∗∗p < .001|. 
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fore, the new CAS queries for sProf profiles search for the original

query terms anywhere in the document but only the results with

initiatives where profileSubjects appear will actually be retrieved

(the higher the number of profileSubjects , the better). On the other

hand, CASor relaxes this requirement, i.e. the number of profileSub-

jects required. 

We have decided to allow sProf CAS approaches to only search

for subjects in the initiative subject tags so as to avoid the pre-

vious sProf NQE,HRR,NQE+m,HRR+m observed unmatching problem

between the initiative-assigned subjects and their content terms

(although both are semantically related). 

Table 5 with the sProf user profiles shows a considerably worse

performance for CAS and CASor personalization techniques in com-

parison with their Table 4 tProf counterparts. As a result, we made

substantial efforts to implement and test many design variations

for both CAS approaches, including not to propagate to the MaxU-

nit but to the initiative and other structural units but with no suc-

cess. We even replicated the behaviour of the tProf CAS approach,

i.e. not to search for the subjects in the subject tags but anywhere

in the content, which may be considered similar behaviour to the

sProf NQE, HRR,NQE+m and HRR+m approaches. Although there was

a slight improvement in the results, this would mean consider-

ing subjects as simple terms, and since CAS queries enable specific

places to be searched, we wish to treat subjects as subjects rather

than terms. 

4. Subjects and terms working together 

The use of subjects in user profiles seems to be challenging

as demonstrated by the low sProf profile performance, particularly

for the CAS and CASor personalization techniques. However, since

we still believe in the use of subjects for personalization purposes

and in order to avoid semantic problems or other problems aris-

ing from the use of subjects as query expansion keywords, we de-

veloped a new personalization technique. This technique combined

the use of subjects and terms in an attempt to avoid or at least

diminish such problems and to obtain the best of both kinds of

content. 

4.1. CASmix 

We have called this newly developed personalization technique

CASmix . As its name suggests, this is a hybrid CAS personaliza-

tion technique which combines subjects from the sProf profiles and

terms from the tProf profiles as follows: the initiative-associated

subjects tag are searched for the sProf subjects and the MaxUnit

content is searched for the tProf terms. The underlying CAS query

is therefore as follows: 

//MaxUnit[about(.//subjects,profileSubjects) 
or about(.,profileTerms)] 

// ∗[about(.,originalQueryTerms)] 
The idea behind this new approach is to try to make the most

of subjects and terms in combination instead of separately as we

have until now. If we look at the performance of this new tech-

nique in Table 6 and compare it with all the other techniques in

Table 5 , we can see that CASmix obtains the best maximum and

average performances. We can therefore conclude that we do not

achieve particularly good results if we only use subjects as the pro-

file information, but performance is much better if we use subjects

together with terms rather than subjects alone. 

Furthermore, if we compare the results in Tables 5 and 4 , each

sProf technique performs worse than the corresponding tProf tech-

nique. This suggests that it is better to use terms instead of sub-

jects to build the user profiles. However, if we consider that the
ewly developed CASmix personalization technique performs bet-

er than both tProf CAS approaches, not only for the highest user

rofile configuration parameters performance but also on average,

t seems that the use of subjects together with terms is a better

pproach than only using terms. The performance obtained by the

ASmix approach is actually the highest of the entire set of person-

lization techniques for both tProf and sProf profiles (except for the

ighest tProf HRR+m configuration) and the overall best average re-

ult. 

.2. Profiles based on subjects and terms 

In view of these results, it seems that the combination of sub-

ects and terms in the personalization process is a good strategy

o obtain good personalization results and is better than using any

f them individually. We have therefore given it a further twist by

sing the same idea within the profile itself. 

We have developed the stProf profile, which joins these two el-

ments in the same profile. More specifically, stProf profiles will

omprise those subjects which best represent user profile interests

n a first level, with each of these subjects having a set of their

ost representative terms in a second level. This kind of user pro-

le is therefore a hybrid approach between the weighted concept

nd weighted keyword profile representations, enabling concept ab-

traction to be kept yet enriched by the fine-grained contribution

f the terms. 

.2.1. Building process. 

In order to calculate the stProf profile subjects and terms, we

ollow the same diffFreq formula (see Eq. 1 ). The subjects and their

eights in the first level of these new stProf profiles will be exactly

he same subjects and weights as those in the sProf profiles. This

s because the subjects in the first level of this stProf profile rep-

esent the profile itself. However, in order to calculate the second

evel terms, which represent each first level subject (in this case

he subject could be considered as the “profile”), the formula is in-

erpreted as follows: in this case X represents a term and Y repre-

ents a subject, and in this case f + (X, Y ) is the frequency of X in

nitiatives classified by the subject Y and f + (Y ) is the total number

f terms in these initiatives; f −(X, Y ) and f −(Y ) are, respectively,

he frequency of X and the number of terms in documents outside

he initiatives classified by the subject Y . 

As the reader may observe, following the previous calculation

ethodology, the same subject will have exactly the same set of

ssociated terms independently of the profile being considered. We
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Table 7 

Examples of the associated terms (unstemmed, with fewer decimals and translated into English) for the subject “huelva 

province ” under different generic profiles. 

diffFreq agriculture and livestock 0.0 08 ∗huelva 0.0 03 ∗zone 0.0 03 ∗province 0.0 03 ∗sector 0.0 02 ∗fishing 

environment 0.0 08 ∗huelva 0.0 03 ∗zone 0.0 03 ∗province 0.0 03 ∗sector 0.0 02 ∗fishing 

diffFreq agriculture and livestock 0.010 ∗sector 0.008 ∗huelva 0.008 ∗fishing 0.006 ∗zone 0.004 ∗fishery 

alternative environment 0.0 08 ∗environment 0.0 07 ∗medium 0.0 06 ∗huelva 0.0 05 ∗fire 0.0 05 ∗residue 

Table 8 

Example of the stProf profiles, for the ’agriculture and livestock’ area of interest (unstemmed, with fewer decimals and 

translated into English) following the diffFreq weighting scheme. 

s 1 = 0.216 ∗“agricultural aid” t s 1 = { 0.0 08 ∗aid 0.0 07 ∗sector 0.0 06 ∗agriculture 0.0 06 ∗farmer ... } 

stProf s 2 = 0.128 ∗“agricultural policy” t s 2 = { 0.010 ∗agriculture 0.007 ∗agrarian 0.007 ∗production ... } 
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ave also tested other ways of calculating these associated terms,

n which the same subject would have a different, more specific

et of associated terms depending on the profile being considered.

able 7 shows examples for diffFreq and one of these alternative

pproaches. 

The evaluation results of these alternatives, however, where the

ubject-associated terms will also depend on the given profile are

lightly worse than when the original diffFreq is used. In the fol-

owing sections of this article, therefore, we have finally decided

o only use the original diffFreq approach for stProf profiles, where

he same subject will have exactly the same set of associated terms

egardless of the profile considered. 

Table 8 shows an example of stProf learned profiles following

he selected diffFreq weighting scheme. 

.2.2. How to use the stProf profiles. 

The use of stProf is somewhat more complicated than the use of

he tProf or sProf profiles. In principle, the process should be to ob-

ain the first expSubj profile subjects, and for each of these subjects

o obtain the first expTerms terms. Each term weight will be multi-

lied by its corresponding subject weight. The terms will therefore

e those eventually used by the personalization techniques and

ill already include in their weights the influence of the subject

hey represent. 

This process does, however, have a problem: when joining the

ifferent terms associated to different subjects, some of these

erms are repeated (several subjects have terms in common, such

s agriculture in the example in Table 8 ). Since there is little point

n having repeated terms with different weights, the following ap-

roaches are considered in order to fix the weights of these terms:

1. stProf_add (add weights) : collapse the repeated terms into one,

with a weight equal to the addition of the individual weights. 

2. stProf_max (maximum among weights) : we only keep the re-

peated term with the highest weight and remove all other re-

peated terms. 

3. stProf_addFill (add weights, filling terms) : same as stProf_add ,

but each time a term is deleted from a subject, the next one

in the list of terms of this subject is included until there are

exactly expTerms terms for each subject. 

4. stProf_maxFill (maximum among weights, filling terms) : same as

stProf_addFill , but using the maximum instead of the sum. 

The first two approaches mean that we do not always obtain

he same number of terms for the personalization techniques, as

ccurs with the last two approaches. It should be noted that in the

ast two approaches the filling process should start from the last

xpSubj subject, since we want more information from the most

epresentative subjects of the profile, i.e. the first subjects in the

anking. At the end of this process, the final terms will also be

ormalized with a maximum normalization value p . 
0 
We can see examples of these four different stProf_ ∗ user pro-

le approaches in Table 9 , based on the stProf user profile example

n Table 8 . Some of the characteristics of these approaches are: the

eight of each approach’s first term is equal to 0.66 ( p 0 ); while

he first two approaches have five terms instead of six, because

he ‘agriculture’ term is repeated in both expSubj terms, the last

wo approaches have six terms, since terms are added until there

re expSubj ∗expTerms terms in total; since the term ‘agriculture’ is

epeated, the sum of both weights places it as the first term in

he ∗add ∗ approaches, while ‘aid’ is the first term in the ∗max ∗ ap-

roaches; the term ‘farmer’ which belongs to the subject “agricul-

ural aid” is the term added by the ∗Fill ∗ approaches (considering

hat the addition process starts from the last expSubj subject). 

.2.3. Results. 

For stProf profiles the combination of the different possible val-

es of expSubj, expTerms and p 0 variables gives us a total num-

er of expSubj (4) ∗expTerms (3) ∗p 0 (3) different weighted term sets

o provide to each personalization technique, as it can be seen in

able 10 . 

In principle, as the stProf profiles actually use terms rather than

ubjects in the expansion process, they should at least partially

olve the sProf profile problems: the same number of expansion

erms will be used (this is only true in the ∗Fill ∗ approaches)

nd the expansion terms will match the document content being

ot simply semantically related to it, as occurred when subjects

ere used. Meanwhile, as the expansion term weights have al-

eady been multiplied by their corresponding subject weight, they

lready have the influence of the subjects, which as we have al-

eady seen in the CASmix personalization technique contribute in

ome way. We shall now see whether this assumption is reinforced

y the stProf profile results. 

The evaluation framework is exactly the same as the one in

ection 3.2 , with the only difference being that with stProf profiles

 represents the number of subjects and l = 1 , 5 , 10 represents the

umber of expansion terms for each subject. 

If we were to show the four stProf_ ∗ profile approaches, we

ould be required to compile four tables (one per page) consisting

f 36 rows (user profile configurations) and 6 columns (personal-

zation techniques) cells. For conciseness, we shall therefore only

how the stProf_maxFill results (the best of the four approaches) in

able 10 . However, we attach figures for the four approaches re-

ults and some conclusions about their comparison in Appendix A .

t should be noted that the CASor personalization technique with

he user profile configuration parameter k = 40 has no available

esults since the execution time (particularly for l = 10 ) is unac-

eptable even for experimental purposes. 

The following main conclusions can be drawn from Table 10 :

) HRR always performs better than NQE and both obtain worse

esults with higher k, l and p variables values because of the
0 
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Table 9 

Final stProf user profile using expSubj = 2 , expTerms = 3 (for reasons of clarity and conciseness) and p 0 = 0 . 66 . 

stProf_add 0.66 ∗agriculture 0.440 ∗aid 0.374 ∗sector 0.237 ∗agrarian 0.222 ∗production 

stProf_max 0.66 ∗aid 0.560 ∗sector 0.525 ∗agriculture 0.356 ∗agrarian 0.333 ∗production 

stProf_addFill 0.66 ∗agriculture 0.440 ∗aid 0.374 ∗sector 0.311 ∗farmer 0.237 ∗agrarian 0.222 ∗production 

stProf_maxFill 0.66 ∗aid 0.560 ∗sector 0.525 ∗agriculture 0.466 ∗farmer 0.356 ∗agrarian 0.333 ∗production 

Table 10 

NDCG averaged values for the stProf_maxFill profiles (best values in bold). 

k l p 0 NQE HRR NQE + m HRR + m CAS CAS-or 

5 1 0 .33 0 .586 0 .584 ∗∗ 0 .488 ∗∗∗ 0 .486 ∗∗∗ 0 .594 ∗∗∗ 0 .606 ∗∗∗

5 1 0 .66 0 .557 ∗∗∗ 0 .581 ∗∗∗ 0 .555 ∗∗∗ 0 .559 ∗∗∗ 0 .624 ∗∗ 0 .622 ∗∗∗

5 1 0 .99 0 .503 ∗∗∗ 0 .554 ∗∗∗ 0 .599 ∗∗∗ 0 .608 ∗∗∗ 0 .630 ∗ 0 .626 ∗∗

5 5 0 .33 0 .543 ∗∗∗ 0 .578 ∗∗∗ 0 .555 ∗∗∗ 0 .555 ∗∗∗ 0 .624 ∗∗ 0 .613 ∗∗∗

5 5 0 .66 0 .442 ∗∗∗ 0 .517 ∗∗∗ 0 .626 ∗∗∗ 0 .629 ∗∗∗ 0 .642 0 .623 ∗∗∗

5 5 0 .99 0 .375 ∗∗∗ 0 .474 ∗∗∗ 0 .640 ∗∗ 0 .646 ∗∗∗ 0 .645 0 .627 ∗∗∗

5 10 0 .33 0 .518 ∗∗∗ 0 .568 ∗∗∗ 0 .569 ∗∗∗ 0 .566 ∗∗∗ 0 .625 ∗∗ 0 .601 ∗∗∗

5 10 0 .66 0 .399 ∗∗∗ 0 .488 ∗∗∗ 0 .635 ∗∗∗ 0 .637 ∗∗∗ 0 .641 0 .608 ∗∗∗

5 10 0 .99 0 .340 ∗∗∗ 0 .449 ∗∗∗ 0 .647 ∗∗ 0 .658 ∗∗∗ 0 .648 0 .609 ∗∗∗

10 1 0 .33 0 .603 0 .619 0 .522 ∗∗∗ 0 .521 ∗∗∗ 0 .612 ∗∗∗ 0 .621 ∗∗∗

10 1 0 .66 0 .531 ∗∗∗ 0 .587 ∗∗ 0 .602 ∗∗∗ 0 .604 ∗∗∗ 0 .635 ∗ 0 .642 

10 1 0 .99 0 .465 ∗∗∗ 0 .540 ∗∗∗ 0 .637 ∗∗∗ 0 .646 ∗∗∗ 0 .641 0 .645 

10 5 0 .33 0 .521 ∗∗∗ 0 .566 ∗∗∗ 0 .573 ∗∗∗ 0 .570 ∗∗∗ 0 .623 ∗∗ 0 .604 ∗∗∗

10 5 0 .66 0 .406 ∗∗∗ 0 .491 ∗∗∗ 0 .641 ∗∗ 0 .647 ∗∗∗ 0 .645 0 .610 ∗∗∗

10 5 0 .99 0 .339 ∗∗∗ 0 .435 ∗∗∗ 0 .655 ∗ 0 .664 ∗∗∗ 0 .648 0 .613 ∗∗∗

10 10 0 .33 0 .481 ∗∗∗ 0 .540 ∗∗∗ 0 .583 ∗∗∗ 0 .580 ∗∗∗ 0 .618 ∗∗ 0 .588 ∗∗∗

10 10 0 .66 0 .367 ∗∗∗ 0 .456 ∗∗∗ 0 .644 ∗∗ 0 .651 ∗∗∗ 0 .642 0 .593 ∗∗∗

10 10 0 .99 0 .305 ∗∗∗ 0 .405 ∗∗∗ 0 .654 ∗ 0 .668 ∗∗∗ 0 .648 0 .594 ∗∗∗

20 1 0 .33 0 .558 ∗∗∗ 0 .592 ∗∗ 0 .550 ∗∗∗ 0 .550 ∗∗∗ 0 .619 ∗∗∗ 0 .629 ∗∗∗

20 1 0 .66 0 .470 ∗∗∗ 0 .524 ∗∗∗ 0 .628 ∗∗∗ 0 .631 ∗∗∗ 0 .641 0 .643 ∗∗∗

20 1 0 .99 0 .397 ∗∗∗ 0 .480 ∗∗∗ 0 .653 ∗∗ 0 .658 ∗∗∗ 0 .647 0 .648 

20 5 0 .33 0 .475 ∗∗∗ 0 .525 ∗∗∗ 0 .587 ∗∗∗ 0 .582 ∗∗∗ 0 .620 ∗∗ 0 .592 ∗∗∗

20 5 0 .66 0 .367 ∗∗∗ 0 .450 ∗∗∗ 0 .649 ∗ 0 .659 ∗∗ 0 .645 0 .597 ∗∗∗

20 5 0 .99 0 .309 ∗∗∗ 0 .399 ∗∗∗ 0 .658 ∗ 0 .671 ∗∗∗ 0 .648 0 .598 ∗∗∗

20 10 0 .33 0 .446 ∗∗∗ 0 .501 ∗∗∗ 0 .594 ∗∗∗ 0 .591 ∗∗∗ 0 .613 ∗∗∗ 0 .578 ∗∗∗

20 10 0 .66 0 .336 ∗∗∗ 0 .423 ∗∗∗ 0 .655 0 .665 ∗∗ 0 .634 ∗ 0 .582 ∗∗∗

20 10 0 .99 0 .290 ∗∗∗ 0 .392 ∗∗∗ 0 .667 0 .683 ∗ 0 .646 0 .582 ∗∗∗

40 1 0 .33 0 .541 ∗∗∗ 0 .580 ∗∗ 0 .571 ∗∗∗ 0 .569 ∗∗∗ 0 .620 ∗∗∗ –

40 1 0 .66 0 .427 ∗∗∗ 0 .500 ∗∗∗ 0 .645 ∗∗ 0 .648 ∗∗∗ 0 .642 ∗ –

40 1 0 .99 0 .366 ∗∗∗ 0 .460 ∗∗∗ 0 .664 0 .671 ∗∗ 0 .649 –

40 5 0 .33 0 .445 ∗∗∗ 0 .499 ∗∗∗ 0 .596 ∗∗∗ 0 .591 ∗∗∗ 0 .608 ∗∗∗ –

40 5 0 .66 0 .335 ∗∗∗ 0 .422 ∗∗∗ 0 .657 0 .664 ∗∗ 0 .636 –

40 5 0 .99 0 .290 ∗∗∗ 0 .392 ∗∗∗ 0 .664 0 .683 ∗ 0 .646 –

40 10 0 .33 0 .418 ∗∗∗ 0 .477 ∗∗∗ 0 .598 ∗∗∗ 0 .595 ∗∗∗ 0 .595 ∗∗∗ –

40 10 0 .66 0 .314 ∗∗∗ 0 .407 ∗∗∗ 0 .659 0 .670 ∗ 0 .624 ∗∗ –

40 10 0 .99 0 .276 ∗∗∗ 0 .376 ∗∗∗ 0 .671 0 .687 0 .634 –

μ 0 .426 0 .495 0 .616 0 .621 0 .632 0 .611 

σ 0 .094 0 .069 0 .046 0 .051 0 .015 0 .02 

Baseline 0 .381 

Note: | ∗p < .05, ∗∗p < .01, ∗∗∗p < .001|. 
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query-drift problem; 2) NQE+m and HRR+m obtain similar results

with the latter being slightly better. Unlike the corresponding per-

sonalization techniques without +m , these approaches obtain bet-

ter results with higher k, l and p 0 variable values. This is clear

proof that these techniques solve the query-drift problem; 3) CAS

and CASor obtain similar outputs and are also similar to the pre-

vious +m techniques; and 4) the maximum absolute performance

0.687 is obtained by HRR+m with k = 40 , l = 10 and p 0 = 0 . 99 rep-

resenting an improvement of 80.17% over the baseline. 

5. Comparing all the profiles 

In this section, we shall amalgamate and summarize all of the

previously presented results for the six different developed user

profile approaches. Since the newly developed CASmix personaliza-

tion technique uses the tProf and sProf profile terms and subjects,

we combine its results with the sProf profile results so as not to

repeat the same value in the tProf profile results and because its

development arose from and was based on the sProf profiles with

the aid of terms. 
Tables 11 and 12 show all the proposed user profiles results. As

hese are summary tables, stProf profiles others than stProf_maxFill

re also included. For a deeper information check Appendix A . 

The general main conclusion from Table 11 is that generic pro-

les personalization always (except in exceptional cases) helps the

ser to find relevant information faster and easier. Additionally, if

e also carefully select the proper configuration parameters for

ny of the proposed user profiles and personalization technique,

e always obtain a relatively good improvement in personaliza-

ion with respect to the non-personalized IRS performance (NDCG

 0.381) ranging from 53.44% to 80.17%. 

There are other three main conclusions to be drawn from

able 11 : 1) the best personalization techniques in maximum, av-

rage and standard deviation NDCG values are clearly HRR+m, CAS

nd CASor , respectively; 2) the best user profile approach for max-

mum performance values is tProf with the exception of NQE+m

nd HRR+m where the stProf_maxFill profile is better. In the case

f average and standard deviation values, there is more variabil-

ty. For NQE+m and HRR+m , however, the stProf_maxFill profile is
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Table 11 

NDCG maximum, average ( μ) and std. ( σ ) performance values for the six developed user profile ap- 

proaches under the evaluation framework. Original (non-personalized) NDCG value: 0.381. Cells in 

bold shows the best user profile approach for each personalization technique, and ‘ + ’ character shows 

the best personalization technique for a given user profile approach. 

NQE HRR NQE + m HRR + m CAS CASor CASmix 

tProf 0 .615 0 .626 0 .666 0.681 + 0 .671 0 .650 –

sProf 0 .574 0 .586 0 .618 0 .628 0 .542 0 .565 0.672 + 

max stProf_add 0 .593 0 .614 0 .655 0.666 + 0 .652 0 .643 –

stProf_max 0 .585 0 .609 0 .666 0.674 + 0 .654 0 .647 –

stProf_addFill 0 .611 0 .619 0 .660 0.675 + 0 .654 0 .646 –

stProf_maxFill 0 .603 0 .619 0 .671 0.687 + 0 .649 0 .648 –

tProf 0 .508 0 .567 0 .612 0 .615 0.650 + 0 .639 –

sProf 0 .495 0 .543 0 .556 0 .558 0 .526 0 .553 0.659 + 

μ stProf_add 0 .514 0 .560 0 .578 0 .581 0.629 + 0 .623 –

stProf_max 0 .481 0 .533 0 .591 0 .597 0.630 + 0 .625 –

stProf_addFill 0 .458 0 .524 0 .605 0 .607 0.635 + 0 .616 –

stProf_maxFill 0 .426 0 .495 0 .616 0 .621 0.632 + 0 .611 –

tProf 0 .080 0 .050 0 .050 0 .056 0 .016 0.010 + –

sProf 0 .060 0 .037 0 .047 0 .052 0 .016 0.010 + 0 .012 

σ stProf_add 0 .069 0 .042 0 .054 0 .058 0 .019 0.010 + –

stProf_max 0 .081 0 .057 0 .054 0 .057 0 .018 0.011 + –

stProf_addFill 0 .093 0 .064 0 .047 0 .052 0 .015 0.014 + –

stProf_maxFill 0 .094 0 .069 0 .046 0 .051 0.015 + 0 .020 –

Table 12 

User profile parameters k [ −l] −p 0 configuration for each maximum NDCG personalization technique-user profile performance, 

with ‘ ∗’ and ‘ + ’ characters meaning the same as in Table 11 . 

NQE HRR NQE + m HRR + m CAS CASor CASmix 

tProf 05-0 .33 ∗ 10-0 .33 ∗ 40-0 .99 40-0.99 + 40-0 .99 ∗ 20-0 .99 ∗ –

sProf 10-0 .33 10-0 .33 40-0 .99 40-0 .99 10-0 .66 40-0 .33 40-0.66 + ∗

stProf_add 40-01-0 .33 10-01-0 .66 40-10-0 .99 40-10-0.99 + 20-05-0 .99 20-01-0 .99 –

stProf_max 10-01-0 .33 10-01-0 .66 40-10-0 .99 40-10-0.99 + 20-01-0 .99 20-01-0 .99 –

stProf_addFill 10-01-0 .33 10-01-0 .33 40-10-0 .99 40-10-0.99 + 20-01-0 .99 20-01-0 .99 –

stProf_maxFill 10-01-0 .33 10-01-0 .33 40-10-0 .99 ∗ 40-10-0.99 + ∗ 40-01-0 .99 20-01-0 .99 –

Table 13 

General NDCG maximum ( max ), average ( μ) and deviation ( σ ) values for each of the six pro- 

posed user profile approaches. 

tProf sProf stProf_add stProf_max stProf_addFill stProf_maxFill 

max 0 .652 0 .598 0 .637 0 .639 0 .644 0 .646 

μ 0 .598 0 .556 0 .581 0 .576 0 .574 0 .567 

σ 0 .044 0 .034 0 .042 0 .046 0 .047 0 .049 
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gain the best; and 3) the newly developed personalization tech-

ique CASmix clearly outperforms sProf profiles and also tProf pro-

les in most cases. Additionally, when compared to all the other

pproaches, it achieves a considerably high maximum NDCG per-

ormance after some of the HRR+m configurations, but by far the

ighest average value and one of the lowest standard deviations of

ll approaches. 

In view of these conclusions, we may assume that generally the

est user profile approach to use is the simpler tProf rather than

he slightly more complicated stProf_maxFill which only achieves

n improvement of 0.85% over the previous maximum perfor-

ance obtained under the tProf user profile. 

Table 12 shows which user profile configuration, i.e. k [ −l] −p 0 
arameters, maximizes performance. If we focus on the best per-

onalization technique for each user profile approach (‘ + ’ charac-

er), the user profile configuration that maximizes performance is

learly 40-[10]-0.99, except for CASmix where it is 40-0.66. HRR+m

s the best personalization technique for every profile except the

Prof profile where CASmix is again the best. However, if we focus

n the best user profile approach for every personalization tech-

ique (‘ ∗’ character), the user profile configuration that maximizes

erformance comprises low values such as k = 5 , 10 and p 0 = 0 . 33

or the NQE and HRR techniques and high values such as 40-[10]-
.99 for every other personalization technique with the exception

f CASor and CASmix which have values of 20-0.99 and 40-0.66,

espectively. 

As we can see, these user profile configuration values basi-

ally depend on the given personalization technique rather than

n the kind of user profile. Once again, these conclusions verify

hat personalization techniques which solve the well-known query-

rift problem achieve their maximum performance when using the

ighest values of the user profile configuration parameters, i.e. us-

ng the largest amount of information. 

Table 13 , finally, shows the general NDCG maximum ( max ), av-

rage ( μ) and deviation ( σ ) values for each of the six proposed

ser profile approaches, i.e. this table shows the general average

xpected results for any given personalization technique for the six

ifferent user profile approaches. Each cell represents the average

alue for each personalization technique (row) from Table 11 for a

iven profile approach. 

It is possible to observe how the maximum and minimum max

erformances are achieved by the tProf and sProf user profiles, re-

pectively, while the stProf profiles obtain relatively good values

hich increase as we move to the right of the table. It is also ap-

arent how the highest average ( μ) value is achieved by the tProf

pproach, with a relatively low deviation ( σ ) value. Meanwhile, the
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Fig. 2. SEDA-personalized IRS interface. 
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lowest deviation value is achieved by the sProf approach, but with

a much lower average value than tProf . Considering the four stProf

approaches, we can observe a gradual decrease and increase in

the average and deviation values, respectively, following the order

of these profiles in the table. This situation indicates that within

these user profiles, the further to the right they are in the table,

the more disparate personalization results (higher and lower) they

achieve and so more attention needs to be paid when selecting

the right user profile configuration. This conclusion is also con-

firmed by the fact that the maximum experimental evaluation per-

formance is achieved with the stProf_maxFill approach. 

In view of all these results, it might appear that the tProf pro-

file is the best alternative, but this is not necessarily the case. From

the user’s point of view and when not particularly small profiles

are considered, an stProf profile is much easier to understand than

a tProf profile since abstract concepts contain more semantics than

isolated terms. It is also true that the stProf profile with two lev-

els (concepts and terms) could be exploited by a given personal-

ization technique to improve its performance, e.g. easily selecting

parts of the user profile which best match the query (particularly

helpful for heterogeneous profiles). Depending on the application

and personalization technique used, therefore, a trade-off decision

must be reached between pure performance and greater user pro-

file expressiveness. 

6. General conclusions and future work 

Since user profiles are very important for personalization, in

this article we have presented six different generic user profile rep-

resentations based on content. Although these generic profiles do

not represent real users, and this is in fact their main disadvan-

tage, they are suitable for representing user interests and do have

many other advantages. For example, they are perfect for enabling

personalization in privacy-constrained environments, since they do

not collect any personal information. As a result, they do not place

any burden on the user nor require any complex user gathering in-
ormation process. They are also easier and less expensive to main-

ain, since there will be only a few of them (as many as collection

ategories, which are much fewer than possible IRS users) and they

nly need to be updated when the content suffer any modification

e.g. updating them in the small hours of the morning). Two fur-

her advantages are that they can be stored on the server, thereby

educing network traffic and more importantly, without the need

o send personal information with the involved risks through the

etwork, and that they could even be used as the first version of a

eal user profile (‘cold-start’). 

In this article, we have developed a new way to build user

rofiles based on terms ( tProf ) using a new weighting scheme

alled diffFreq which improves the classical tf ∗idf approach, at least

n this category-based generic profiles, and it is also compatible

ith other content sources (e.g. subjects or categories). We have

hen presented user profiles based on subjects considered as con-

epts ( sProf ), which are manually assigned by documentalists from

 thesaurus to the document initiatives. This second user pro-

les performed relatively poorly in comparison with tProf profiles.

e therefore attempted to improve their results with different

pproximations until we finally developed a new personalization

echnique ( CASmix ), which uses both subjects and terms obtaining

uite good performance results. Finally, and inspired by CASmix , we

ave proposed a new hybrid profile approach ( stProf ) based on the

wo previous profile approaches (and with four variations) with

 two-level representation, where the first level is represented by

ubjects and the second level by the terms representing these sub-

ects. 

We have performed a comprehensive evaluation experimenta-

ion which include six different personalization techniques (seven

ith CASmix) and a wide range of user profile configurations for

ach of the proposed user profile approaches. We have obtained

ery good personalization results which revealed an improvement

f up to 80.17% with respect to the original non-personalized IRS

erformance. Additionally, we have demonstrated that the use of a

imple term-based user profile is normally enough to obtain good
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Fig. A.3. stProf_add results. 

Fig. A.4. stProf_max results. 
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ersonalized results. Even so, having a user profile with a certain

tructure and abstract concepts may not only help users to bet-

er understand their own profiles, but also enable personalization

echniques to exploit this richer representation. In fact, these user

rofiles with concepts are particularly suitable for certain IR sub-

elds such as, for example, multilingual IR [16] . 

We are particularly proud to have recently integrated these

eneric profiles (for the time being the term-based approach) into

he live, privacy-constrained Seda environment of the Andalusian

arliament. Fig. 2 shows the IRS interface, where the user can ob-

ain personalized results for a given query by selecting any of the

redefined profiles. Feedback from these IRS users about this new

ersonalization feature has been extremely positive, since although

he system does not ask for any personal information, it is now

ble to satisfy their information needs more easily and faster. 

As future work , we would like to include in some way additional

nformation to the user profiles, such as localization or temporal
nformation. We would also like to develop some personalization

echniques in order to better exploit the hierarchy of the stProf

ser profiles. Another possible alternative would be the possibil-

ty of dynamically choosing whether to use personalization and of

electing certain parts of the profiles according to user context or

uery characteristics. And last, but not less important, we would

efinitely like to use these proposed generic profiles to personalize

ther real environments with privacy restrictions, and of course,

ontinue improving our work with the Andalusian Parliament. 
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Fig. A.5. stProf_addFill results. 

Fig. A.6. stProf_maxFill results. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Appendix A 

In this appendix, we show the results of the four stProf_ ∗ profile

approaches (see Section 4.2 ) with Figs. A.3 , A.4 , A.5 and A.6 . 

These are the main drawn conclusions from the previous

stProf_ ∗ profile approaches: 

• stProf_max and stProf_maxFill always obtain higher maxi-

mum and averaged performance results than stProf_add and

stProf_addFill , respectively, for the +m personalization tech-

niques, while obtaining lower results under the NQE and HRR

approaches (hereafter denoted as base personalization tech-

niques). This fact shows how 

∗max ∗ approaches are more suit-

able for personalization techniques which best avoid the query-

drift problem, while ∗add ∗ approaches are more suitable for

personalization techniques which partially avoid this problem. 

• Both 

∗Fill ∗ approaches always obtain higher maximum results

than their corresponding ‘noFill’ approaches, except for CAS in
stProf_maxFill vs. stProf_max , i.e. in 11 out of 12 cases. When

we focus on the average results, however, both previous ∗Fill ∗

versus ‘noFill’ profile comparisons obtain lower performance

results considering the base personalization techniques, but

higher values considering the +m techniques. This means that

by carefully selecting the user profile configuration parame-

ters, ∗Fill ∗ user profiles are always better. If we are not sure

about the suitability of these profile parameters, we can still

trust ∗Fill ∗ user profiles for +m personalization techniques, but

it would be better to use ‘noFill’ user profiles for base personal-

ization techniques. 

• CAS approaches obtain very similar results between the four

different stProf user profiles and have low standard deviation

values. There is therefore not much difference between using

any of the four user profile approaches. 

• Figs. A .3, A .4, A .5 and A .6 reveal how more disparate person-

alization results (higher and lower) are obtained between the



E. Vicente-López et al. / Knowledge-Based Systems 112 (2016) 127–141 141 

 

 

 

 

 

R

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

[  

 

 

[  

 

[  

 

[  

[  

[  

 

 

[  

[  

 

[  

 

 

[  

 

[  

 

[  

[  

 

 

[  

 

 

[  

[  

 

[  

 

 

 

 

[  

 

[  

 

first and the last figure. More attention must therefore be paid

when selecting the right user profile configuration. 

• stProf_maxFill-HRR+m and stProf_addFill-CAS user profile- 

personalization techniques obtain the absolute and averaged

maximum performances, respectively, with k = 40 , l = 10 and

p 0 = 0 . 99 in the maximum value. The absolute maximum

performance represents an improvement of 80.17% over the

baseline. 
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