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Clustering terms in the Bayesian network retrieval model:
a new approach with two term-layers
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Abstract

The retrieval performance of an information retrieval system usually increases when it uses the relationships among the
terms contained in a given document collection. However, this creates the problem of how to obtain these relationships ef-
ficiently, and how to then use them to retrieve documents given a user’s query. This paper presents a new retrieval model
based on a Bayesian network that represents and exploits term relationships, overcoming these two drawbacks. An efficient
learning method to capture these relationships, based on term clustering, as well as their use for retrieval purposes, is also
shown.
© 2004 Elsevier B.V. All rights reserved.
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1. Motivation

The Information Retrieval process contains a certain
amount of uncertainty in each one of its stages: a query
is a vague description of the user needs, document
representations are an incomplete characterisation of
their contents and in the document retrieval process
the uncertain component exists in the assessment of
the degree of relevance of a document to a given query.

In the last decades, Bayesian networks[17] have
become one of the most promising methodologies to
manage uncertainty. Bayesian networks combine a
qualitative representation of the problem, by means

∗ Corresponding author. Tel.:+34-958-244019;
fax: +34-958-243-317.
E-mail addresses:lci@decsai.ugr.es (L.M. de Campos),
jmfluna@decsai.ugr.es (J.M. Fernández-Luna), jhg@decsai.ugr.es
(J.F. Huete).

of a graphical representation of the dependences (and
also independences) between the variables involved
in the problem, with quantitative representation of
the uncertainty, using a probabilistic approach. The
main advantage of this formalism is that it can be
performed efficiently by probabilistic computing.

Taking into account the two facts previously men-
tioned, the advantage of using Bayesian network
methodology to solve Information Retrieval problems
becomes clear[6,8,9,19,22]. Thus, theBayesian net-
work retrieval model(BNRM) [8] is a new model
that aims to exploit the advantages of this kind of
probabilistic graphical model in order to accurately
represent knowledge, in this case that contained in
a text collection, and its posterior efficient manipu-
lation. The final objective is to use the network to
retrieve documents in response to a user’s query, com-
puting the probability of relevance of each document
in the collection given the query. Nevertheless, and

1568-4946/$ – see front matter © 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.asoc.2003.11.003



150 L.M. de Campos et al. / Applied Soft Computing 4 (2004) 149–158

mainly due to the large number of variables (terms
and documents) in the process, the development of
new methods to make the problem tractable and to ob-
tain low time-solution costs without losing precision,
becomes necessary.

The BNRM is composed of two different but re-
lated parts: The first stores all the documents from the
collection (document subnetwork), and the second the
terms contained in the documents (term subnetwork).
This paper focuses mainly on the structure of the term
subnetwork. In particular, our aim is to provide this
structure with the capability of representing the term
relationships in the collection. Thus, a more accurate
representation of the collection is obtained and a bet-
ter retrieval performance may be expected. However,
considering term relationships implies additional ef-
fort owing to the fact that the best relationships have
to be acquired and later used when a user formulates
a query, causing an added delay in the retrieval time.

In terms of Bayesian networks, the previously men-
tioned acquisition stage implies the application of a
learning algorithm. The topology to store these can
be as complex as required, but taking into account
the great number of terms that a common collection
contains, the learning and posterior use (propagation)
could be very time consuming.

In a previous study, when the model proposed[8]
was designed, a polytree was chosen to represent term
relationships. The main reason for this was that ef-
ficient learning and propagation algorithms exist for
this kind of network topology. But using current col-
lections, where the number of terms and documents
is really very large, running a propagation algorithm,
even for a polytree, and taking into account that in
interactive Information Retrieval the user requires the
system’s answer in very few seconds, this kind of
structure would not be the most appropriate.

Therefore, the main objective of this paper is to
present a new and efficient method to determine the
strongest relationships among terms in a collection,
which could be classified as a term clustering tech-
nique. Its output will be an alternative topology for
the term subnetwork also supporting the use of a very
efficient propagation algorithm.

The remainder of the paper is structured as follows:
Section 2contains the basic knowledge about Infor-
mation Retrieval and Bayesian networks needed to fol-
low this paper. Next,Section 3introduces the general

topology of the retrieval model based on Bayesian net-
works. This is followed bySection 4, containing the
new graph topology that will support the relationships
among terms and how these relationships are captured.
Sections 5 and 6describe the assessment of the quan-
titative information that the Bayesian network must
store and how the retrieval process is performed, re-
spectively. InSection 7the experimentation using sev-
eral standard document collections and its results are
presented. Finally,Section 8contains the concluding
remarks.

2. Preliminaries

Information retrieval(IR) is a subfield of computer
science that deals with the automated storage and re-
trieval of documents[21]. An IR systemis a computer
program that matches userqueries (formal state-
ments of information needs) to documents stored in
a database (thedocument collection). In our case, the
documentswill always be the textual representations
of any data objects. AnIR model is a specification
about how to represent documents and queries, and
how to compare them. Many IR models as well as the
IR systems implementing them, such as the vector
space model[21] or probabilistic model[3], do not
use the documents themselves, but instead a kind of
document surrogate, usually in the form of vectors
of terms or keywords, which try to characterise the
document’s information content.1 Queries are also
represented in the same way.

When a user formulates a query, this is compared
with each document from the collection and a score
that represents its relevance (matching degree) is com-
puted. Later, the documents are sorted in decreasing
order of relevance and returned to the user.

To evaluate IR systems, in terms of retrieval effec-
tiveness, several measures have been proposed. The
most commonly used arerecall (R) (the proportion of
relevant documents retrieved), andprecision(P) (the
proportion of retrieved documents that are relevant for
a given query). The relevance or irrelevance of a doc-
ument is based, for test collections, on therelevance
judgementsexpressed by experts for a fixed set of

1 In the rest of the paper we will use the worddocumentto
denote both documents and document surrogates.
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queries[21]. By computing the precision for a number
of values of recall we obtain a recall-precision plot. If
a single measure of performance is desired, the aver-
age precision for all the recall values considered may
be used. Finally, if we are processing together a set of
queries, the usual approach is to report mean values
of the selected performance measure(s).

An interesting tool in IR isclustering[21], because
it can be used to structure a document collection
based on the similarities of the contained documents,
thus supporting a user in a search for similar docu-
ments. This generic technique has also been applied
to group terms, giving as possible resultsthesauri,
structures that store the relationships among these
terms. They can be useful to assist the user’s for-
mulation of a query, as well as to increase the ef-
fectiveness of the IR system, as is the case of this
paper.

Probabilistic IR models use probability theory to
deal with the intrinsic uncertainty with which IR is
pervaded[9]. Also founded primarily on probabilistic
methods,Bayesian networks[17] have been proved
to be good models for uncertainty management, even
in the IR environment, where they have already been
successfully applied as an extension/modification of
probabilistic IR models[7,19,22]. The networks are
used to compute the posterior probabilities of rel-
evance of the documents in the collection given a
query.

Bayesian networks are graphical models capable
of efficiently representing and manipulatingn-dimen-
sional probability distributions[17]. A Bayesian net-
work uses two components to codify qualitative and
quantitative knowledge:

• A directed acyclic graph(DAG), G = (V, E),
where the nodes inV represent the random vari-
ables from the problem we want to solve, and the
topology of the graph (the arcs inE) encodes con-
ditional (in)dependence relationships among the
variables (by means of the presence or absence of
direct connections between pairs of variables);

• A set of conditional probability distributions drawn
from the graph structure: for each variableXi ∈ V

we have a family of conditional probability distri-
butions P(Xi|pa(Xi)), where pa(Xi) represents any
combination of the values of the variables in Pa(Xi),
and Pa(Xi) is the parent set ofXi in G.

From these conditional distributions we can recover
the joint distribution overV:

P(X1, X2, . . . , Xn) =
n∏

i=1

P(Xi|pa(Xi)) (1)

This decomposition of the joint distribution results
in important savings on storage requirements. It also
allows probabilistic inference (propagation) to be per-
formed (efficiently, in many cases), i.e., computing the
posterior probability for any variable given some evi-
dence about the values of other variables in the graph
[17].

3. The topology of the Bayesian network
retrieval model

In this section, the basic topology of the Bayesian
network retrieval model is described: the variables in-
cluded and their relationships.

The set of variablesV in this model is composed
of two different sets of variables,V = T ∪ D: the
set T = {T1, . . . , TM} of the M terms in the glos-
sary (index) from a given collection and the setD =
{D1, . . . , DN} of the N documents that compose the
collection.2 Each term variableTi takes its values in
the set{t̄i, ti}, meaning that the termTi is not rele-
vant or is relevant, respectively. Similarly, the domain
of each document variableDj is {d̄j, dj}, meaning re-
spectively that documentDj is not relevant or is rele-
vant, with respect to a query.

Term variables are arranged in what is calledterm
subnetwork, and document variables in thedocument
subnetwork. To determine the topology of the basic
Bayesian network, we have taken into account that
there is a link joining each term nodeTi in the term
subnetwork and each document nodeDj included in
the document subnetwork, wheneverTi belongs toDj.
Also, there are not links joining any document nodes
Dj andDk (the document subnetwork is composed of
isolated document nodes). Finally, any documentDj

is conditionally independent of any other document
Dk when we know for sure the (ir)relevance values for
all the terms indexingDj. This means that the links

2 We will use the notationTi (Dj , respectively) to refer to both
the term (document, respectively) and its associated variable and
node.
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Fig. 1. The topology of the simple Bayesian network retrieval
model.

joining term and document nodes have to be directed
from terms to documents; therefore, the parent set of a
document nodeDj is the set of term nodes that belong
to Dj, i.e., Pa(Dj) = {Ti ∈ T |Ti ∈ Dj}.

The next step is to represent term relationships by
means of a Bayesian network, i.e., specify the term
subnetwork. If we do not consider term relationships,
we will obtain the model proposed in[1] (an example
is displayed inFig. 1). On the other hand, a non triv-
ial term subnetwork is considered in[8]; in this case,
the subnetwork is a polytree (a graph in which there
is no more than one undirected path connecting each
pair of nodes) which is automatically constructed from
the document collection. This topology is interesting
because it supports exact and efficient inference algo-
rithms that run in a time proportional to the number of
nodes[17]. The learning algorithm, described in[6],
is based on the algorithms proposed in[5,18], but in-
cludes several modifications and new contributions to
adapt it to the IR environment.Fig. 2shows an exam-
ple of this model. The retrieval performance of the lat-
ter is usually better than that of the former, due to the
fact that capturing term to term relationships within a
collection gives a more accurate representation of the
collection.

Nevertheless, considering the size of actual collec-
tions, the decision to use a polytree to represent term
relationships would not be the most appropriate. This
is due to the fact that, for very large networks, even the
efficient inference method used in[8] (Pearl’s exact
propagation algorithm for polytrees[17]) is not fast
enough, without forgetting the effort needed to acquire
the structure from the document collection. This is the
problem that led us to look for an alternative topology

Fig. 2. The topology of the extended Bayesian network retrieval
model.

to represent these relationships with a lighter learning
stage and, more importantly, the possibility of a very
fast propagation mechanism.

4. Learning the term subnetwork: clustering
terms to obtain the best relationships

In this section, we present a new topology for rep-
resenting term relationships. First, we shall describe
the new topology and then how to learn it. Later, in
Section 6we shall show how an extremely efficient
propagation scheme can be used on this topology, in
order to compute the posterior probabilities of each
term node.

4.1. Topology: two term-layers

In the new topology we shall include explicit de-
pendence relationships betweenTj and each term in
Rp (Tj) (the set of thosep terms most closely related to
Tj, measured in a certain way). The new graph will use
two layers of nodes to represent the term subnetwork:
we duplicate each term nodeTk in the original layer to
obtain another term nodeT ′

k, thus forming a new term
layer,T′. The arcs connecting the two layers go from
T ′

i ∈ Rp(Tj) to Tj. Therefore, in the new Bayesian
network the set of variables isV = T ∪ T ′ ∪ D. The
parent set of any original term nodeTj ∈ T is defined
as Pa(Tj) = Rp(Tj). We use this topology, a bipartite
graph, because it will support a very fast propaga-
tion algorithm in the term subnetwork. The complete
Bayesian network contains three simple layers (see
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Fig. 3. Topology of the BNRM with two term-layers.

Fig. 3), without connections between the nodes in the
same layer, and this fact will be essential for the effi-
ciency of the inference process in the whole network.

4.2. Learning term relationships: clustering terms

To build the term subnetwork described previously,
we have to determine which is the setRp(Tj), for
each term nodeTj, i.e., the set of terms that are most
similar to Tj. Basically, this is a clustering process,
in which we obtain groups of very similar terms.
We have designed a relatively simple method to ob-
tain Rp(Tj) that we shall explain in the following
paragraphs.

A useful measure to determine dependences be-
tween variables frequently used for learning Bayesian
network structures, is the Kullback–Leibler’s cross
entropy [13]. Basically, the pairs of terms with the
highest cross entropy should be connected in the
graph. In fact, this measure is used within the polytree
learning algorithm considered in the original BNR
model [8]. However, the situation has altered, given
that dependence is distinct from similarity, although
they are related. A high value of cross entropy between
two terms means high dependence, although this de-
pendence may be positive (in the sense that these two
terms mainly co-occur in the same documents) but also
negative (when they do not occur in any common doc-
ument). In our case, a good learning algorithm would
need to include in Pa(Tj) only terms that are posi-
tively correlated withTj hence we cannot use cross
entropy to measure similarity between terms. There-
fore, the approach presented in this paper is based
directly on the frequency of co-occurrences of two

Table 1
Contingency table for termsTi and Tj

Tj = t̄j Tj = tj

Ti = t̄i nt̄i t̄j nt̄itj nt̄i

Ti = ti nti t̄j ntitj nti

nt̄j ntj N

terms. Before explaining further, let us introduce some
notations:

Given a termTj, if we want to know which terms,
from the rest of the collection, are most closely re-
lated to it, for each one of these terms,Ti, the values
displayed inTable 1may be computed by counting
frequencies.

In this case,ti means “Ti occurs”, and̄ti stands for
“Ti does not occur” (and respectively forTj); nt̄it̄j is
the number of times in which neitherTi nor Tj occur
in a document;ntitj is the number of times in which
both terms occur in the same document and, finally,
nt̄itj andntit̄j , the number of documents in which only
one of the two terms occurs.

The following expression, a maximum likelihood
estimator, could be used to measure the strength of
their co-occurrence relationship, from the perspective
of the termTj:

strength(Tj, Ti) = ntitj

nti

(2)

i.e. a coefficient that measures the ratio between
the number of documents in whichTj co-occurs with
Ti, with respect to the total number of documents in
which Ti occurs. When this quotient is close to 1.0,
this means that almost all the documents indexed byTi

are also indexed byTj so thatTj is quite similar toTi.
But anomalous behaviour is observed in some cases:
if, for instance,Ti occurs only in one document and
Tj occurs in that document, the result would be 1.0;
on the other hand, if we have the case in whichTi and
Tj share five documents, of the five in whichTi is in
the collection, the ratio is the same, but we would say
that Ti andTj are more closely related in the second
example, although the value obtained byEq. (2)is the
same in both cases. To solve this problem, we will
use a Bayesian estimator[2] instead of the maximum
likelihood estimator:

strength(Tj, Ti) = ntitj + 1

nti + 2
(3)
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When this estimator is used, a new problem arises:
imagine a pair of terms such asntitj = 0, i.e., they do
not co-occur in any document, and alsonti = 1, then
strength(Tj, Ti) would be 0.33, a value that would be
always greater than the one obtained when these terms
co-occur once, for instance, andnti > 4, a situation
that is not very logical. To solve this problem, we have
employed a modified strength function, strength′(Tj,
Ti), that will be 0 whenntjti = 0, and strength(Tj, Ti),
otherwise.

strength′(Tj, Ti) =
{

0, if ntitj = 0

strength(Tj, Ti), otherwise

(4)

Therefore, to learn the term subnetwork implies to dis-
covering which terms have the strongest relationships
with each one of the terms in the collection, i.e., to
determine the sets of parentsRp(Tj), Tj ∈ T . Thus,
for eachTj, the measure strength(Tj, Ti), ∀Ti ∈ T is
computed. The duplicates of thep terms with the high-
est values are selected to be elements ofRp(Tj). We
have to highlight that the equivalent term toTj in T′,
T ′

j, is always included inRp(Tj), i.e., a term is always
related to itself.

4.3. Related works based on soft computing

In this section, a brief overview of some Soft Com-
puting techniques applied to clustering is presented.3

Although there is a great amount of work on docu-
ment clustering, we shall focus our attention on term
clustering and thesaurus construction given the theme
of this paper.

Starting with Bayesian networks, Jing and Croft
[10] have developed an association thesaurus using IN-
QUERY[22] as an underlying search engine to access
this structure. It considers a basic method of counting
co-occurrences between phrases and terms as a mea-
sure of association. A second application of Bayesian
networks to this area is[15]. In this case, using a sim-
ilar expression toEq. (2) the authors build a sigmoid
Bayesian network in the form of a collocation map. A
final example is[6], where a thesaurus is built based
on Kullback–Leibler’s cross entropy in the form of

3 A more general review of the application of soft computing
techniques to information retrieval can be found in[4,16].

a Bayesian network. These three applications use the
thesaurus to carry out query expansion tasks, mea-
suring the effectiveness of this technique when terms
are extracted from thesauri and added to the original
query. This use is one of the main differences with re-
spect to our approach, given that in the BNR Model
the relationships are included directly in the Bayesian
network and used implicitly in retrieval time, as will
be explained later.

Continuing with other soft computing techniques,
one of the most closely related applications are the
self-organising maps (SOM)[12], a special type of
neural network that clusters document or term vec-
tors according to a similarity measure. The clusters
are based on neighbourhood relations, in such a way
that terms of nearby clusters are usually more similar
than others in more distant clusters. These groups are
mapped on two dimensions so a very intuitive visual
representation is given. WEBSOM[11,14] is one of
the main applications based on SOM. In this case,
it is used to organise very large collections of Web
documents and is composed of two maps: the first
learns the relations of the terms in the text, and the
second is used to classify documents according to the
relationships of the terms they contain. Also, thesauri
have been developed using such maps. An example of
application of SOM to a thesaurus generation is the
algorithm Scalable SOM (SSOM)[20], by which the
semantic relationships between terms are extracted
and a hierarchy of categories generated.

5. Specifying qualitative information in the
BNR Model

Once the graph has been built, the probability dis-
tributions stored in each node of the network must be
estimated. Thus, all the root nodes, i.e., those which
do not have parents, will store marginal distributions.
In our specific case, the only nodes of this type are
term nodes placed in the first term layer. For each root
term node, we have to assessp(ti) andp(t̄i); we use
the following estimator:p(ti) = (1/M) andp(t̄i) =
1−p(ti) (M is the number of terms in the collection).

The nodes with parents (term and document nodes)
Will store conditional probability distributions, one for
each of the possible configurations that their parent
nodes can take. Terms nodes in the second term layer
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must store the conditional probabilitiesp(Ti|pa(Ti)),
where pa(Ti) is a configuration of values associated to
the set of parents ofTi. Analogously, document nodes
must storep(Dj|pa(Dj)).

Starting from document nodes, the estimation of the
conditional probabilities of relevance of a document
Dj, p(dj|pa(Dj)), is not an easy problem. The reason
is that the number of conditional probabilities that we
need to estimate and store for eachDj grows expo-
nentially with the number of parents ofDj. Instead of
explicitly computing and storing these probabilities,
we use aprobability function(also called a canoni-
cal model of multicausal interaction[17]). Each time
that a given conditional probability is required during
the inference process, the probability function will
compute and return the appropriate value. We have
developed a new general canonical model: for any
configuration pa(Dj) of Pa(Dj) (i.e., any assignment
of values to all the term variables inDj), we define the
conditional probability of relevance ofDj as follows:

p(dj|pa(Dj)) =
∑

Ti∈Dj,ti∈pa(Dj)

wij (5)

where the weightswij verify that 0 ≤ wij , ∀i, j and∑
Ti∈Dj

wij ≤ 1∀j. The expressionti ∈ pa(Dj) in
Eq. (5) means that we only include in the sum those
weightswij such as the value assigned to the corre-
sponding termTi in the configuration pa(Dj) is ti.
So, the more terms that are relevant in pa(Dj) the
greater the probability of relevance ofDj. The spe-
cific weights,wij used in this paper by our models, for
each documentDj ∈ D and each termTi ∈ Dj, are:

wij = α−1 tf ij idf 2
i√∑

Tk∈Dj
tf kj idf 2

k

(6)

where α is a normalising constant (to assure that∑
Ti∈Dj

wij ≤ 1∀Dj ∈ D. tfij is the term frequency
of the termTi in documentDj and idfi is the inverse
document frequencyof the termTi in the whole col-
lection. Obviously, many other weighing schemes are
possible. The weights inEq. (6)have been chosen to
resemble the well-known cosine measure[21].

Finally, we have to define the conditional probabil-
ities p(Tj|pa(Tj)) for the terms in the original term
layer T. For the same reasons we used probability
functions in the document layer, we use a probabil-
ity function belonging to the general canonical model

defined inEq. (5), where the weightsvij measure the
influence of eachT ′

j ∈ Pa(Tj) on termTj:

p(tj|pa(Tj)) =
∑

T ′
i ∈Pa(Tj),t

′
i∈pa(Tj)

vij (7)

Our proposal for the weightsvij in Eq. (7) is the fol-
lowing:

vij = 1 − β

sj
strength′(Tj, Ti), ∀T ′

i ∈ Pa(Tj), i �= j

(8)

vij = β

whereSj = ∑
T ′

i ∈Pa(Tj),i�=j strength′(Tj, Ti) andβ is a
parameter, 0< β < 1, that is used to control the im-
portance of the contribution of the term relationships
being considered for a termTj to its final degree of
relevance. In this way we are imposing a uniform up-
per boundary for the importance of this combination
equal to 1− β.

6. Retrieving documents: inference in
the BNR Model

Given a queryQ submitted to our system, the re-
trieval process starts placing the evidence in the term
subnetwork: the state of each termT ′

iQ belonging to
Q is fixed to t′iQ (relevant). Then the inference pro-
cess is run in the whole network obtaining, for each
documentDj, its probability of relevance given that
the terms in the query are also relevant,p(dj|Q). Fi-
nally, the documents are sorted in decreasing order of
probability to carry out the evaluation process.

Taking into account the large number of nodes in the
Bayesian network and the fact that it contains cycles
and nodes with a great number of parents, general
purpose inference algorithms cannot be applied due
to efficiency considerations, even for small document
collections. To solve this problem, we have designed a
specific inference method that takes advantage of both
the topology of the network and the kind of probability
functions used for document and terms nodes (Eqs. (5)
and (7)). This method is composed of two stages, and
constitutes an exact propagation algorithm (by virtue
of the properties of the canonical model being used
and the layered topology of the network[8]):



156 L.M. de Campos et al. / Applied Soft Computing 4 (2004) 149–158

(1) The computation of the posterior probability
of relevance of the term nodes belonging to
T, p(tj|Q), ∀Tj, which is carried out by simply
evaluating the following expression:

p(tj|Q) =
∑

T ′
i ∈Pa(Ti)

vijp(t′i|Q) (9)

Notice thatp(t′i|Q) = 1.0 if t′i ∈ Q, and 1/M
otherwise (because terms in theT′ layer are
marginally independent, the posterior probability
of the terms which are not in the query coincides
with their prior probability,p(t′i|Q) = p(t′i) =
1/M and the probability of the query terms is
equal to 1); by substituting the weightsvij in
Eq. (8), the final expression for the calculation of
p(tj|Q) is:

p(tj|Q) = 1 − β

Sj

∑
T ′

i ∈Pa(Tj),i �=j

strength′(Tj, Ti) p(t′i|Q) + βp(t′j|Q) (10)

(2) The evaluation of the posterior probability of rele-
vance of the document nodes,p(dj|Q) which can
be carried out using the information obtained in
the previous step, in the following way:

p(dj|Q) =
∑

Ti∈Pa(Dj)

wijp(ti|Q) (11)

Therefore, the propagation with this topology is re-
duced to evaluateEqs. (10) and (11), giving as a result
a very efficient retrieval method.

7. Experiments and results

To test the new Bayesian network topology, we
have run several retrieval experiments with three
medium-size standard collections: ADI, CISI, and
CRANFIELD. The main characteristics of these col-
lections with respect to number of documents, terms
and queries are (in this order): ADI (82, 828, 35),
CISI (1460, 4985, 76), and CRANFIELD (1398,
3857, 225).

The baseline for comparing the results of the exper-
iments performed with the new two term-layers net-
work is the original BNR model, where the topology
of the term subnetwork is a polytree[8]. Therefore,

Table 2
Results of the experiments with the new topology of the term
subnetwork

p β ADI CISI CRANFIELD AP-11
(BNRM)0.4130 0.2007 0.4314

5 0.6 0.4524 0.216 0.4314 AV-11p
9.54 7.62 0.00 %C

5 0.7 0.4547 0.2212 0.4332 AV-11p
10.10 10.21 0.42 %C

5 0.8 0.4676 0.2207 0.4316 AV-11p
13.22 9.97 0.05 %C

10 0.6 0.4587 0.2182 0.4334 AV-11p
11.07 8.72 0.46 %C

10 0.7 0.4681 0.22 0.4347 AV-11p
13.34 9.62 0.76 %C

10 0.8 0.4695 0.221 0.4331 AV-11p
13.68 10.11 0.39 %C

15 0.6 0.4678 0.2211 0.4332 AV-11p
13.27 10.16 0.42 %C

15 0.7 0.4651 0.2203 0.434 AV-11p
12.62 9.77 0.60 %C

15 0.8 0.468 0.2208 0.4329 AV-11p
13.32 10.01 0.35 %C

our aim is to compare the effectiveness of the two
topologies, the original and the new. In order to carry
out this task, we have performed tests with a different
number of parents,p, for the terms inT, and for sev-
eral values of the parameterβ. To be exact, the first
parameter has been set to 5, 10, and 15 parents; the
second to 0.6, 0.7 and 0.8. The performance measure
considered is the average precision for the 11 standard
values of recall.

The results of this experimentation are presented in
Table 2, where the average precision values for the 11
standard recall points of the original BNR model, for
each collection, are shown in the second row (Noted
as ‘AP-11p(BNRM)’).

The average precision (AV-11p) of the experiments
run with the new model for different values of the
number of parents and the parameterβ (Labelspandβ,
respectively, in the table) are also shown, as well as the
percentage of change with respect to the corresponding
average precision in the original model (%C).

Although the results are sensitive to the values of
the two parameters,p andβ, they do not vary greatly.
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In fact, the means and standard deviations of the per-
centage of change are, respectively, 12.24 and 1.49 for
ADI, 9.58 and 0.81 for CISI, and 0.38 and 0.23 for
CRANFIELD. We believe that the number of parents,
p, should not be low (because this could prevent the
inclusion of useful term relationships). Analogously,
with respect to�, this parameter should not be low
(since in this case, the term relationships on a given
term could be overloaded).

We can also observe that the effectiveness of the
new model is even better than the performance of
the polytree-based model in terms of retrieval suc-
cess, at least for the three collections considered.
This is a positive side effect, because our initial goal
was to increase the efficiency without degrading the
effectiveness.

8. Concluding remarks

In this paper a new topology for representing term
relationships, based on a term clustering method,
has been presented. Instead of using a polytree as
the underlying structure of the term subnetwork, we
have designed a new graph, a bipartite graph (two
layers of nodes representing the terms in the collec-
tion), that stores the strongest relationships among
terms. The main advantage of this graph is that the
exact propagation that had to be carried out in the
original polytree is replaced by the evaluation of sim-
ple expressions, resulting in a very efficient method.
The main application of this new model will be the
retrieval of TREC documents, where, taking into ac-
count its topology and the whole inference method,
we think that it will be competitive and efficient.

We have shown with the experiments that this new
model in which two term-layers are used to encode
term relationships behaves better than the original
model, although this depends on the collection being
tested.

There are several ways in which the model may
be modified to improve its performance. The first is
the design of more accurate ways of determining the
strength of the relationships among terms, reflecting
only positive dependences and, at the same time, using
this previous measure or designing a new one, to de-
velop a method to select the best terms. This selection
could be based only on co-occurrences or a combined

way between co-occurrences and the cross entropy. To
be completely sure that the terms are dependent, we
could carry out an independence test. A second as-
pect related to this point is the decision regarding the
number of parents of each term. It would be more rea-
sonable that this number were not the same for all the
terms, being a term-dependent parameter. Also, the
design of a new and more sophisticated probability
function to be evaluated in the original layer of terms
should be completed, in which theβ parameter is re-
moved. An alternative way is the use of SOM to mine
the relationships among terms. With these tools, once
the map of terms has been generated, the two-layer
network could be created linking terms which are ad-
jacent in the map.
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