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Abstract. This paper presents CSar, a Michigan-style learning classifier
system designed to extract quantitative association rules from streams
of unlabeled examples. The main novelty of CSar with respect to the ex-
isting association rule miners is that it evolves the knowledge online and
it is thus prepared to adapt its knowledge to changes in the variable as-
sociations hidden in the stream of unlabeled data quickly and efficiently.
The results provided in this paper show that CSar is able to evolve inter-
esting rules on problems that consist of both categorical and continuous
attributes. Moreover, the comparison of CSar with Apriori on a problem
that consists only of categorical attributes highlights the competitiveness
of CSar with respect to more specific learners that perform enumeration
to return all possible association rules. These promising results encourage
us to further investigate on CSar.

1 Introduction

Association rule mining [2] aims at extracting interesting associations among the
attributes—i.e., associations that occur with a certain frequency and strength—
of repositories of unlabeled data. Research conducted on association rule mining
was originally focused on extracting rules that identified strong relationships be-
tween the occurrence of two or more attributes or items on collections of binary
data, e.g., “if item X occurs then also item Y will occur” [2,3,14]. Later on, sev-
eral researchers concentrated on extracting association rules from data described
by continuous attributes [10,22], which posed new challenges to the field. Several
algorithms proposed to apply a discretization method in advance to transform
the original data into binary values [16,18,22,24] and then use a binary associa-
tion rule miner. This led to further research on designing discretization procedures
that avoid losing useful information. Other approaches mined interval-based as-
sociation rules and permitted the algorithm to independently move the interval
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bound of each rule’s variable [17]. Also, fuzzy modeling was introduced to create
fuzzy association rules (e.g., see [13,15]).

Association rules are widely used in various areas such as telecommunication
networks, market and risk management, and inventory control. All these appli-
cations are characterized by generating data online, so that data may be made
available in form of streams [1,19]. Nonetheless, all the aforementioned algo-
rithms were designed for static collections of data. Learning from data streams
has received a special amount of attention in the last few years, particularly in
supervised learning [1,19]. However, few proposals of online binary association
rule miners can be found in the literature, and most of them are only able to
deal with problems with categorical attributes (e.g., see [23]).

In this paper, we address the problem of mining association rules from streams
of examples online. We propose a learning classifier system (LCS) whose archi-
tecture is inspired by XCS [25,26] and UCS [6], which we address as classifier
system for association rule mining (CSar). CSar uses an interval-based repre-
sentation for evolving quantitative association rules from data with continuous
attributes and a discrete representation for categorical attributes. The system
receives a stream of unlabeled examples which are used to create new rules and
to tune the parameters of the existing ones with the aim of evolving as many
interesting rules as possible. CSar is first compared with Apriori [3] on a problem
defined only by categorical attributes. The results on this problem indicate that
CSar can evolve rules of similar interest as those created by Apriori, one of the
most referred algorithms in the association rule mining realm, which considers all
the possible combinations of attribute values to create all interesting association
rules (notice that this approach can only be used in domains with categori-
cal data). The experimentation is then extended by considering a collection of
real-world problems and by analyzing the behavior of different configurations of
CSar over these problems. The results denote that CSar is able to create highly
supported and interesting interval-based association rules in which the intervals
have not been prefixed by a discretization algorithm.

The remainder of this paper is organized as follows. Section 2 provides the
basic concepts of association rules and reviews the main proposals in the lit-
erature for both binary and quantitative association rule mining. Section 3 de-
scribes in detail our proposal. Section 4 explains the methodology followed in
the experiments, and Section 5 analyzes the results of these experiments. Fi-
nally, Section 6 summarizes, concludes, and gives the future work lines that will
be followed.

2 Framework

Before proceeding with the description of our proposal, this section introduces
some important concepts of association rules. We first describe the problem of
extracting association rules from categorical data. Then, we extend the problem
to mining association rules from data with continuous attributes and review
different proposals that can be found in the literature.
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2.1 Association Rule Mining

The problem of association rule mining was firstly defined over binary data in [2]
as follows. Let I = {i1, i2, . . . , i�} be a set of binary attributes called items. Let
T be a set of transactions, where each transaction t is represented as a binary
vector of length �. Each position i of t indicates whether the item i is present
(ti = 1) or not (ti = 0) in the transaction. X is an itemset if X ⊆ I. An itemset
X has a support supp(X) which is computed as

supp(X) =
|X(T )|
|T | , (1)

That is, the support is the number of transactions in the database which have the
itemset X , X(T), divided by the total number of transactions in the database,
|T |. An itemset is said to be a frequent itemset if its support is greater than a
user-set threshold, typically addressed as minsupp in the literature.

Then, an association rule R is an implication of the form X → Y , where both
X and Y are itemsets and X ∩ Y = ∅. Typically, association rules are assessed
with two qualitative measures, their support (supp) and their confidence (conf).
The support of a rule is defined as ratio of the support of the union of antecedent
and consequent to the number of transactions in the database, i.e.,

supp(R) =
supp(X ∪ Y )

|T | . (2)

The confidence is computed as the ratio of the support of the union of antecedent
and consequent to the support of the antecedent, i.e.,

conf(R) =
supp(X ∪ Y )

supp(X)
. (3)

Therefore, support indicates the frequency of occurring patterns, and confidence
evaluates the strength of the implication denoted in the association rule.

Since the proposal of AIS [2], the first algorithm to mine association rules from
categorical examples, several algorithms have been designed to perform this task.
Agrawal et al. [3] presented the Apriori algorithm, probably the most influential
categorical association rule miner. This work resulted in several papers which
designed some modifications to the initial Apriori algorithm (e.g., see [8,21]).
All these algorithms used the same methodology as Apriori to mine association
rules, which basically consisted of two different phases: (1) identification of all
frequent itemsets (i.e., all itemsets whose support was greater than minsupp),
and (2) generation of association rules from these frequent itemsets.

2.2 Quantitative Association Rules

Early research in the realm of association rules only addressed the problem of
extracting association rules from binary data. Therefore, these types of rules
only permitted reflecting whether particular items were present in the transac-
tion, but they did not consider their quantities. Later on, researchers focused
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on algorithms that were able to extract association rules from databases that
contained quantitative attributes.

Srikant and Agrawal [22] designed an Apriori-like approach to mine quantita-
tive association rules. The authors used an equi-depth partitioning to transform
continuous attributes to categorical attributes. Moreover, the authors identified
the problem of the sharp boundary between discrete intervals, which highlighted
that quantitative mining algorithms may either ignore or over-emphasize the
items that lay near the boundary of intervals. Attempting to address this prob-
lem, several authors applied different clustering mechanisms to extract the best
possible intervals from the data [16,18]. A completely different approach was
taken in [17], where a genetic-algorithm-based technique was used to evolve
interval-based association rules without applying any discretization procedure
to the variables. The GA was responsible for creating new promising association
rules and for evolving the intervals of the variables of the association rules. The
problem associated to creating variables with unbounded intervals is that, in
general, the support for small intervals is smaller than the support for large in-
tervals, which makes the system create rules with large intervals, covering nearly
all the domain. To avoid this, the system penalized the fitness of rules that had
large intervals. In [20] a similar approach was followed. The authors proposed
a framework in which finding good intervals from which interesting association
rules could be extracted was addressed as an optimization problem.

As done in [17,20], CSar does not apply any discretization mechanism to the
original data and interval bounds are evolved by the genetic procedure. The
main novelty of our proposal is that association rules are not mined from static
databases but from streams of examples. This characteristic guides some parts
of the algorithm design, which is described in detail in the next section.

3 Description of CSar

CSar is a Michigan-style LCS for mining interval-based association rules from
data that contain both quantitative and categorical attributes. The learning
architecture of CSar is inspired by UCS [6] and XCS [25,26]. CSar aims at evolv-
ing populations of interesting association rules, i.e., rules with large support and
confidence. For this purpose, CSar evaluates a set of association rules online and
evolves this rule set by means of a steady-state genetic algorithm (GA) [11,12]
that is applied to population niches. As follows, a detailed description of the
system is provided, focusing on the differences in the knowledge representation
and learning process with respect to those of XCS and UCS.

3.1 Knowledge Representation

CSar evolves a population of classifiers [P], where each classifier consists of a
quantitative association rule and a set of parameters. The quantitative associa-
tion rule is represented as

if xi ∈ vi and . . . and xj ∈ vj then xk ∈ vk,
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where the antecedent is represented by a set of �a input variables xi, . . . , xj

(0 < �a < �, 0 ≤ i < �, and 0 ≤ j < �; where � is the number of variables of the
problem) and the consequent contains a single variable xk. Note that we permit
that rules have an arbitrary number of variables in the antecedent, but we only
enable them to have a single variable in the consequent. Restricting the number
of consequent variables to one aims at simplifying the creation of niches (see
next subsection).

For quantitative attributes, a similar representation to the XCSR one is used
[27], in which both antecedent and consequent variables are represented by the
interval of values to which this variable applies, i.e., vi = [li, ui]. A maximum
interval length maxInt is set to avoid having large intervals that nearly contain
all the possible values of a given variable; therefore, ∀i : ui − li ≤ maxInt.
Categorical attributes are represented by one of the possible categorical values
xij , i.e., vi = xij . A rule matches an input example if, for all the variables in the
antecedent and consequent of the rule, the corresponding value of the example
is either included in the interval defined for continuous variables or equal to the
value defined for categorical variables.

Each classifier has seven main parameters: (1) the support supp, i.e., the occur-
ring frequency of the rule; (2) the confidence conf, which indicates the strength
of the implication; (3) the fitness F, which denotes the quality of the given rule;
(4) the experience exp, which counts the number of times that the antecedent of
the rule has matched an input instance; (5) the consequent matching sum cm,
which counts the number of times that the whole rule has matched an input
instance; (6) the numerosity num, which reckons the number of copies of the
classifier in the population; and (7) the time of creation of the classifier tcreate.
The next subsection explains how the classifiers are created and evolved and
how their parameters are updated.

3.2 Learning Process Organization

At each learning iteration, CSar receives an input example (e1, e2, . . ., e�). Then,
the system creates the match set [M] with all the classifiers in the population that
match the input example. If [M] contains less that θmna classifiers, the covering
operator is triggered to create as many new matching classifiers as required to
have θmna classifiers in [M]. Then, classifiers in [M] are organized in association
set candidates following one of the two methodologies explained below. Each
association set is given a probability to be selected that is proportional to the
average confidence of the classifiers that belong to this association set. The se-
lected association set [A] is checked for subsumption with the aim of diminishing
the number of rules that express similar associations among variables. Then, the
parameters of all the classifiers in [M] are updated. At the end of the iteration,
a GA is applied to the selected association set if the average time since the last
application of the GA to the classifiers of the selected association set is greater
than θGA (θGA is a user-set parameter). Finally, for each continuous attribute,
we maintain a list with no repeated elements that stores the last few values
seen for the attribute (in our experiments we stored the last hundred different
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values). This list is used by the mutation operator with the aim of preventing the
existence of intervals that cover the same examples but are slightly different. As
follows, we provide details about (1) the covering operator, (2) the procedures
to create association set candidates, (3) the association set subsumption mech-
anism, and (4) the parameter update procedure. Next section explains in more
detail the discovery component. It is worth noting that some of the operators are
similar to those of several existing systems such as the ones described in [5,9].

Covering Operator. The purpose of the covering operator is to feed classifiers
that denote interesting associations among variables into the population. Given
the sampled input example e, the covering operator creates a new matching
classifier as follows. Each variable is selected with probability 1 − P# to belong
to the rule’s antecedent, with the restriction that, at the end of this process,
at least one variable has to be selected. The values of the selected variables
are initialized differently depending on the type of attribute. For categorical
attributes, the variable is initialized to the corresponding input value ei. For
continuous attributes, the interval [li, ui] that represents the variable is obtained
from generalizing the input value ei, i.e.,

li = ei − rand(maxInt/2) and (4)
ui = ei + rand(maxInt/2), (5)

where maxInt is the maximum interval length. Finally, one of the previously
unselected variables is randomly chosen to form the consequent of the rule,
which is initialized following the same procedure. Note that the association rule
created is supported by, at least, the sampled example.

Creation of Association Set Candidates. The aim of creating association
set candidates or niches is to group rules that express similar associations to
establish a competition among them and so let the best ones take over their
niche. Whilst the creation of these niches of similar rules is quite immediate in
reinforcement learning [25] and classification [6] tasks, several approaches could
be used to form groups of similar rules in association rule mining. Herein, we
propose two alternatives which are guided by different heuristics:

Grouping by antecedent. This strategy considers that two rules are similar
if they have exactly the same variables in their antecedent, regardless of
their corresponding values Vi. Therefore, this grouping strategy creates Na

association set candidates, where Na is the number of rules in [M] with
different variables in the antecedent. Each association set contains rules that
have exactly the same variables in the antecedent. The underlying idea is
that rules with the same antecedent may express similar knowledge. Note
that, under this strategy, rules with different variables in the consequent can
be grouped in the same association set.

Grouping by consequent. This strategy groups in the same association set
the classifiers in [M] that have the same variable in the consequent with
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equivalent values. We consider that two continuous variables are equivalent
if their intervals are overlapped and that two categorical variables are equiv-
alent if they have the same categorical value. For this purpose, the next
process is followed. The rules in [M] are sorted ascendingly according to the
variable that they have in their consequent. Given two rules r1 and r2 that
have the same variable in the consequent, we consider that r1 is smaller than
r2 if {

l1 < l2 or (l1 = l2 and u1 > u2) if continuous attribute
ord(x1) < ord(x2) if categorical attribute

where l1, l2, u1, and u2 are the lower bound and upper bound of the con-
sequent variable of r1 and r2 for a continuous attribute, x1 and x2 are the
values of the consequent variable for a categorical attribute, and ord(xi)
maps each categorical value to a numeric value. It is worth noting that given
two continuous variables with the same lower bound in the interval, we sort
first the rule with the most general variable (i.e., the rule with larger ui).
We take this approach with the aim of forming association set candidates
with the largest number of overlapping classifiers by using the procedure
explained as follows.

Once [M] has been sorted, the association set candidates are built as fol-
lows. At the beginning, an association set candidate is created and the first
classifier in [M] is added to this association set candidate. Then, the follow-
ing classifier is added if it has the same variable in the consequent, and his
lower bound is smaller than the minimum upper bound of the classifiers in
the association set. This process is repeated until finding the first classifier
that violates this condition. In this case, a new association set candidate
is created, and the same process is applied to add new classifiers to this
association set. The underlying idea of this association set strategy is that
rules that explain the same region of the consequent may denote the same
associations among variables.

The cost of both methodologies for creating the association sets are guided by the
cost of sorting the population. We applied a quicksort strategy for this purpose,
which has a cost of O(n · logn), where n is the match set size.

Association Set Subsumption. A subsumption mechanism inspired by the
one presented in [26] was designed with the aim of reducing the number of
different rules that express the same or similar knowledge. The process works as
follows. Each rule of the selected association set is checked for subsumption with
each other rule in the same association set. A rule ri is a candidate subsumer of
rj if it satisfies the following three conditions: (1) ri has higher confidence and
it is experienced enough (i.e., conf i >conf 0 and expi > θexp, where conf 0 and
θexp are user-set parameters); (2) all the variables in the antecedent of ri are
also present in the antecedent of rj and both rules have the same variable in the
consequent (rj can have more variables in the antecedent than ri); and (3) ri
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is more general than rj . A rule ri is more general than rj if all the input and
the output variables of ri are also defined in rj , each categorical variable of ri

has the same value as the corresponding variable in rj , and the interval [li, ui] of
each continuous variable in ri includes the interval [lj , uj] of the corresponding
variable in rj (i.e., li ≤ lj and ui ≥ uj).

Parameter Update. At the end of each learning iteration, the parameters of
all the classifiers that belong to the match set are updated. First, we increment
the experience of the classifier. Next, we increment the consequent matching
estimate cm if the rule’s consequent also matches the input example. These two
parameters are used to update the support and confidence of the rule i as follows.
Support is computed as:

suppi =
cmi

ctime − tcreatei
, (6)

where ctime is the time of the current iteration and tcreatei is the iteration in
which the classifier i has been created. Then, the confidence is computed as

confi =
cmi

expi
. (7)

Lastly, the fitness of each rule i in [M] is updated with the following formula

Fi = (confi · suppi)ν , (8)

where ν is a user-set parameter that permits controlling the pressure toward
highly fit classifiers. Note that with this fitness computation, the system makes
pressure towards the evolution of rules with not only high confidence but also
high support. We empirically tested to compute the fitness only from conf, but
preliminary experiments indicated that CSar could obtain a larger variety of
interesting association rules if support was included in the fitness computation.

Finally, the association set size estimate of all rules that belong to the se-
lected association set is updated. Each rule maintains the average size of all the
association sets in which it has participated.

3.3 Discovery Component

CSar uses a steady-state niched GA to discover new promising rules. The GA is
applied to the selected association set [A]. Therefore, the niching is intrinsically
provided since the GA is applied to rules that are similar according to one of
the heuristics for association set formation.

The GA is triggered when the average time from its last application upon
the classifiers in [A] exceeds the threshold θGA. It selects two parents p1 and p2

from [A] using proportionate selection [11], where the probability of selecting a
classifier k is

pk
sel =

F k∑
i∈[A] F

i
. (9)
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The two parents are copied into offspring ch1 and ch2, which undergo crossover
and mutation if required.

The system applies uniform crossover with probability Pχ. First, it considers
each variable in the antecedent of both rules. If only one parent has the vari-
able, one child is randomly selected and the variable is copied to this child. If
both parents contain the variable, this variable is copied to each offspring. The
procedure controls that, at the end of the process, each offspring has, at least,
one input variable. Then, the rule consequent is crossed by adding to the first
offspring the consequent of one of the parents (which is randomly selected) and
adding to the remaining offspring the consequent of the other parent.

Three types of mutation can be applied to a rule: (1) introduction/removal
of antecedent variables (with probability PI/R), (2) mutation of variable’s val-
ues (with probability Pμ), and (3) mutation of the consequent variable (with
probability PC). The first type of mutation chooses randomly whether a new
antecedent variable has to be added to or one of the antecedent variables has to
be removed from the rule. If a variable has to be added, one of the non-existing
variables is randomly selected and added to the rule. This operation can only be
applied if the rule does not have all the possible variables. If a variable has to be
removed, one of the existing variables is randomly selected and removed from the
rule. This operation can only be applied if the rule has at least two variables in
the antecedent. The second type of mutation selects one of the existing variables
of the rule and mutates its value. For continuous variables, two random amounts
ranging in [-m0, m0] are added to the lower bound and the upper bound respec-
tively, where m0 is a user-set parameter. If the interval surpasses the maximum
length or the lower bound becomes greater than the upper bound, the interval
is repaired. Finally, the lower and the upper bounds of the mutated variable
are approximated to the closest value in the list of seen values for this variable.
This process is applied to avoid having rules in the population with very similar
interval bounds in its variables, since having all them may not only provide no
additional knowledge, but also hinder human experts from reading the whole
population. For categorical variables, a new value for the variable is randomly
selected. The last type of mutation randomly selects one of the variables in the
antecedent and exchanges it with the output variable.

After crossover and mutation, the new offspring are introduced into the pop-
ulation. First, each classifier is checked for subsumption [26] with their parents.
To decide if any parent can subsume the offspring, the same procedure explained
for association set subsumption is followed. If any parent is identified as a possi-
ble subsumer for the offspring, the offspring is not inserted and the numerosity
of the parent is increased by one. Otherwise, we check [A] for the most general
rule that can subsume the offspring. If no subsumer can be found, the classifier
is inserted into the population.

If the population is full, excess classifiers are deleted from [P] with probabil-
ity proportional to their association set size estimate as. Moreover, if a classi-
fier k is sufficiently experienced (expk > θdel) and its fitness F k is significantly
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lower than the average fitness of the classifiers in [P] (F k < δF[P ] where F[P ] =
1
N

∑
i∈[P ] F

i), its deletion probability is further increased. That is, each classifier
has a deletion probability pk of

pk =
dk∑

∀j∈[P ] dj
, (10)

where

dk =
{ as·num·F[P ]

F k if expk > θdel and F k < δF[P ]

as · num otherwise.
(11)

Thus, the deletion algorithm balances the classifier allocation in the different
association sets by pushing toward the deletion of rules belonging to large correct
sets. At the same time, it favors the search toward highly fit classifiers, since the
deletion probability of rules whose fitness is much smaller than the average fitness
is increased.

3.4 Rule Set Reduction

At the end of the learning process, the final rule set is processed to provide
the user with only interesting rules. For this purpose, we apply the following
reduction mechanism. Firstly, we remove all rules whose experience is smaller
than θexp (θexp is a user-set parameter). Then, each rule is checked against each
other for subsumption following the same procedure used for association rule
subsumption but with the following exception: now, a rule ri is a candidate
subsumer for rj if ri and rj have the same variables in their antecedent and
consequent, ri is more general than rj , and ri has higher confidence than rj . Note
that, during learning, the subsumption mechanism requires that the confidence
of ri be greater than conf 0.

After applying the rule set reduction mechanism, we make sure that the final
population consists of different rules. Other policies can be easily incorporated
to this process such as removing rules whose support and confidence are be-
low a predefined threshold. Nonetheless, in our experiments we return all the
experienced rules in the final population that are not subsumed by any other.

The overall section has described the mechanisms that CSar uses to evolve a
population of interesting association rules online. Differently from other quan-
titative association-rule miners, CSar is characterized for having a maximum
population size that limits the number of different interesting association rules
that can exist in the final population. Then, the system organizes rules in dif-
ferent association sets and uses a GA to make rules in the same association
set compete. Therefore, CSar does not aim at returning all the possible asso-
ciation rules, but at providing the user with a population of limited size with
“phenotypically” different and interesting association rules.

4 Experimental Methodology

After having carefully described the system, now we are in position to exper-
imentally analyze the behavior of CSar. The aim of the experimental analysis
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Table 1. Properties of the data sets. The columns describe: the identifier of the data
set (Id.); the name of the data set (dataset); the number of instances (#Inst); the total
number of features (#Fea); the number of real features (#Re); the number of integer
features (#In); and the number of nominal features (#No).

Id. dataset #Inst #Fea #Re #In #No

adl Adult 48841 15 0 6 9
ann Annealing 898 39 6 0 33
aud Audiology 226 70 0 0 70
aut Automobile 205 26 15 0 11
bpa Bupa 345 7 6 0 1
col Horse colic 368 23 7 0 16
gls Glass 214 10 9 0 1
h-s Heart-s 270 14 13 0 1
irs Iris 150 5 4 0 1
let Letter recognition 20000 17 0 16 1
pim Pima 768 9 8 0 1
tao Tao 1888 3 2 0 1
thy Thyroid 215 6 5 0 1
wdbc Wisc. diagnose breast-cancer 569 31 30 0 1
wne Wine 178 14 13 0 1
wpbc Wisc. prognostic breast-cancer 198 34 33 0 1

was to (1) study whether CSar could actually evolve a set of interesting associa-
tion rules, (2) examine the behavior of the system under different configurations.
With these objectives in mind, we did the following two experiments.

As our first concern was to analyze whether CSar could evolve the most inter-
esting association rules regardless of having a fixed population size. Therefore,
we compared CSar with Apriori [3], probably the most influential association
rule miner, on the zoo problem [4]. We selected the zoo problem for this analysis
since Apriori only works on problems described by categorical attributes and
the zoo problem satisfies this requirement. More specifically, the zoo problem is
defined by (1) fifteen binary attributes which indicate whether the animal has
a total of fifteen characteristics such as whether it has tail or hair and (2) two
categorical attributes that can take more than two values and which represent
the number of legs and the type of animal.

Secondly, we studied the impact of using the two different procedures
to create association rule candidates and of using progressively bigger max-
imum intervals. For this purpose, we ran CSar (1) with both antecedent- and
consequent-grouping strategies to create association sets candidates and (2) with
different maximum interval lengths on a collection of real-world problems ex-
tracted from the UCI repository [4] and from local repositories [7]. The charac-
teristics of these problems are reported in Table 1.

In all runs, CSar employed the following configuration: num iterations =
100000, popSize = 6 400, conf0 = 0.95, ν = 10, θmna = 10, {θdel, θGA} = 50, θexp

= 1000, Pχ = 0.8, {PI/R, Pμ, PC} = 0.1, m0=0.2. Association set subsumption
was activated in all runs.
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5 Analysis of the Results

With the aim of the experiments in mind, in what follows we discuss about the
experimental results.

5.1 Ability of CSar to Discover Interesting Rules

In order to study the ability of CSar to extract interesting association rules,
we first compared the system with Apriori on a problem with only categorical
attributes, the zoo problem. CSar was ran with both antecedent-grouping and
consequent-grouping strategies. As we wanted to analyze the interestingness of
the rules created by the systems, we report the number of rules with differ-
ent minimum supports and confidences obtained by CSar with the two group-
ing strategies (see Figure 1). The same information is reported for Apriori in
Figure 2; however, in this case, the resulting rules of Apriori have been filtered.
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(b) consequent grouping

Fig. 1. Number of rules evolved with minimum support and confidence for the zoo
problem with (a) antecedent-grouping and (b) consequent-grouping strategies. The
curves are averages over five runs with different random seeds.
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Fig. 2. Number of rules created by Apriori with minimum support and confidence for
the zoo problem. Lower confidence and support are not shown since Apriori creates all
possible combinations of attributes, exponentially increasing the number of rules.
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Table 2. Comparison of the number of rules evolved by CSar with antecedent- and
consequent-grouping strategies to form the association set candidates with the number
of rules evolved by Apriori at high support and confidence values

Confidence
antecedent grouping consequent grouping A-priori
0.4 0.6 0.8 0.4 0.6 0.8 0.4 0.6 0.8

S
u
p
p
o
rt

0.40 275 ± 30 271 ± 27 230 ± 23 65 ± 10 63 ± 9 59 ± 9 2613 2514 2070
0.50 123 ± 4 123 ± 4 106 ± 3 61 ± 8 61 ± 8 58 ± 8 530 523 399
0.60 58 ± 2 58 ± 2 51 ± 4 51 ± 8 51 ± 8 47 ± 7 118 118 93
0.70 21 ± 1 21 ± 1 19 ± 1 19 ± 2 19 ± 2 18 ± 2 30 30 27
0.80 2 ± 0 2 ± 0 2 ± 0 2 ± 0 2 ± 0 2 ± 0 2 2 2
0.90 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 0 0
1.00 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 ± 0 0 0 0

That is, Apriori is a two-phase algorithm that exhaustively explores all the fea-
ture space, discovers all the itemsets with a minimum predefined support, and
creates all the possible rules with these itemsets. Therefore, some of the rules
supplied by Apriori are included in other rules. We consider that a rule r1 is
included in another rule r2 if r1 has, at least, the same variables with the same
values in the rule antecedent and the rule consequent as r2 (r1 may have more
variables). In the results provided herein, we removed from the final population
all the rules that were included by other rules. Thus, we provide an upper bound
of the number of different rules that can be generated.

Two important observations can be made from these results. Firstly, the re-
sults clearly show that Apriori can create a higher number of rules than CSAr
(for the sake of clarity, Table 2 specifies the number of rules for support values
ranging from 0.4 to 1.0 and confidence values of {0.4,0.6,0.8}). This behavior
was expected, since CSar has a limited population size, while Apriori returns
all possible association rules. Nevertheless, it is worth noting that CSAr and
Apriori found exactly the same number of highly interesting rules; that is, both
systems discovered two rules with both confidence and support higher than 0.8.
This highlights the robustness of CSar, whose mechanisms guide the system to
discover the most interesting rules.

Secondly, focusing on the results reported in Figure 1, we can see that the
populations evolved with the antecedent-grouping strategy are larger than those
built with the consequent-grouping strategy. This behavior will be also present,
and discussed in more detail, in the extended experimental analysis conducted
in the next subsection.

5.2 Study of the Behavior of CSar

After showing that CSar can create highly interesting association rules in a
case-study problem characterized by categorical attributes, we now extend the
experimentation by running the system on 16 real-world data sets. We ran the
system with (1) antecedent-grouping and consequent-grouping strategies and (2)
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Table 3. Average (± standard deviation of the) number of rules with support and
confidence greater than 0.60 created by CSar with antecedent- and consequent-grouping
strategies and with maximum interval sizes of MI={0.10, 0.25, 0.50}. The average and
standard deviation are computed on five runs with different random seeds.

antecedent consequent
MI=0.10 MI=0.25 MI=0.50 MI=0.10 MI=0.25 MI=0.50

adl 135 ± 3 294 ± 15 567 ± 66 46 ± 1 74 ± 3 147 ± 23
ann 1736 ± 133 1765 ± 79 1702 ± 135 478 ± 86 525 ± 112 489 ± 34
aud 2206 ± 80 2017 ± 147 1999 ± 185 1014 ± 12 982 ± 100 880 ± 215
aut 84 ± 14 192 ± 7 710 ± 106 25 ± 6 58 ± 3 188 ± 6
bpa 11 ± 4 174 ± 15 365 ± 42 17 ± 2 100 ± 4 123 ± 22
col 134 ± 14 188 ± 7 377 ± 64 180 ± 13 191 ± 7 198 ± 8
gls 33 ± 4 160 ± 17 694 ± 26 23 ± 2 89 ± 6 205 ± 23
H-s 28 ± 1 61 ± 4 248 ± 32 13 ± 1 29 ± 1 92 ± 13
irs 0 ± 0 0 ± 0 50 ± 5 0 ± 0 0 ± 0 28 ± 8
let 0 ± 0 113 ± 17 991 ± 40 0 ± 0 103 ± 6 205 ± 13
pim 4 ± 1 93 ± 9 570 ± 51 3 ± 0 53 ± 5 154 ± 25
tao 0 ± 0 0 ± 0 8 ± 1 0 ± 0 0 ± 0 5 ± 2
thy 46 ± 2 152 ± 4 350 ± 27 29 ± 2 80 ± 3 160 ± 2
wdbc 0 ± 0 419 ± 43 1143 ± 131 0 ± 0 145 ± 17 304 ± 16
wne 116 ± 9 273 ± 48 536 ± 34 26 ± 3 65 ± 9 137 ± 17
wpbc 0 ± 0 0 ± 0 740 ± 234 0 ± 0 0 ± 0 264 ± 34

allowing intervals of maximum length maxInt = {0.1, 0.25, 0.5} for continuous
variables. Note that by using different grouping strategies we are changing the
way how the system creates association set candidates; therefore, as competition
is held among rules within the same association set, the resulting rules can be
different in both cases. On the other hand, having an increasing larger interval
length for continuous variables enables the system to obtain more general rules.

Table 3 reports the number of rules, with confidence and support greater than
or equal to 0.6, created by the different configurations of CSar. All the reported
results are averages of five runs with different random seeds.

Comparing the results obtained with the two different grouping schemes, we
can see that the antecedent-grouping strategy yielded larger populations than
the consequent-grouping strategy, on average. This behavior was expected since
the antecedent grouping creates smaller association sets, and thus, maintains
more diversity in the population. Nonetheless, a closer examination of the final
population indicates that the difference in the final number of rules decreases if
we only consider the rules with the highest confidence and support. For example,
considering all the rules with confidence and support greater than or equal to
0.60, the antecedent-grouping strategy results in populations 2.16 bigger than
those of the consequent-grouping strategy. However, considering only the rules
with confidence and support greater than or equal to 0.85, the average difference
in the population length gets reduced to 1.12. This indicates a big proportion
of the most interesting rules are discovered by the two strategies. It is worth
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highlighting therefore that the lower number of rules evolved by the consequent-
grouping strategy can be considered as an advantage, since the strategy avoids
creating and maintaining uninteresting rules in the population, which implies a
lower computational time to evolve the population.

Focusing on the impact of varying the interval length, the results indicate that
for lower maximum interval lengths CSar tends to evolve rules with less support.
This behavior can be easily explained as follows. Large maximum interval length
enable the existence of highly general rules, which will have higher support.
Moreover, if both antecedent and consequent variables are maximally general,
rules will also have high confidence. Taking this idea to the extreme, rules that
contain variables whose intervals range from the minimum value to the maximum
value for the variable will have maximum confidence and support. Nonetheless
these rules will be uninteresting for human experts. On the other hand, small
interval lengths may result in more interesting association rules, though too
small lengths may result in rules that denote strong associations but have less
support. This highlights a tradeoff in the setting of this parameter, which should
be adjusted for each particular problem. As a rule of thumb, similarly to what can
be done with other association rule miners, the practitioner may start setting
small interval lengths and increase them in case of not obtaining rules with
enough support for the particular domain used.

6 Summary, Conclusion, and Further Work

In this paper, we presented CSar, a Michigan-style LCS designed to evolve
quantitative association rules. The experiments conducted in this paper have
shown that the method holds promise for online extraction of both categori-
cal and quantitative association rules. Results with the zoo problem indicated
that CSar was able to create interesting categorical rules, which were similar
to those built by Apriori. Experiments with a collection of real-world problems
also pointed out the capabilities of CSar to extract quantitative association rules
and served to analyze the behavior of different configurations of the system.
These results encourage us to study the system further with the aim of apply-
ing CSar to mine quantitative association rules from new challenging real-world
problems.

Several future work lines can be followed in light of the present work. Firstly,
we aim at comparing CSar with other quantitative association rule miners to
see if the online architecture can extract knowledge similar to that obtained by
other approaches that go several times through the learning data set. Actually,
the online architecture of CSar makes the system suitable for mining association
rules from changing environments with concept drift [1]; and we think that the
existence of concept drift may be a common trait in many real-world problems
to which association rules have historically been applied such as profile mining
from customer information. Therefore, it would be interesting to analyze how
CSar adapts to domains in which variable associations change over time.
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