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Abstract—Most whole-slide histological images are stained with
two or more chemical dyes. Slide stain separation or color
deconvolution is a crucial step within the digital pathology
workflow. In this paper, the blind color deconvolution problem
is formulated within the Bayesian framework. Starting from a
multi-stained histological image, our model takes into account
both spatial relations among the concentration image pixels
and similarity between a given reference color-vector matrix
and the estimated one. Using Variational Bayes inference, three
efficient new blind color deconvolution methods are proposed
which provide automated procedures to estimate all the model
parameters in the problem. A comparison with classical and
current state-of-the-art color deconvolution algorithms using real
images has been carried out demonstrating the superiority of the
proposed approach.

Index Terms—Blind color deconvolution, histopathological im-
ages, Bayesian modelling and inference, variational Bayes

I. INTRODUCTION

In digital brightfield microscopy, tissues are usually stained
to enhance particular components of cellular structures before
digitization and evaluation by pathologists. Hematoxylin and
Eosin (H&E) probably form the most widely used combination
of stains. Hematoxylin stains cell nuclei blue while its counter-
stain eosin makes the cytoplasm and stromal components look
in various shades of red/pink.

Even when using the same combination of stains, color
variations, which are not due to the different content of
the acquired tissue samples, occur. They are due to the use
of different scanners, stain manufacturers, or staining proce-
dures, among other factors. In spite of these color variations,
pathologists are able to visually analyze the stained images.
Unfortunately, such variations can hamper the performance of
Computer-Aided Diagnosis (CAD) systems. While patholo-
gists are able to visually analyze multi-color stained images,
CAD systems usually make use of the information provided
by the different stains separately. This information is specially
important as the amount of stain absorbed by a sample is used
to quantitatively determine the presence of cancerous cells in
the tissue [1].
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Color deconvolution (CD) aims at separating a color image
into the concentration of each stain present in it, as well as
at estimating the spectral properties for each stain. This is
not an easy task since the exact spectral profile of the stains
varies from one image to another [2]. Hence, a process of color
normalization is usually used to reduce the color variation
effects by transforming the color of all input images to a single
target image colors. This is usually done by color deconvolving
each source image, replacing the source stain color-vectors
with the target stain vectors obtained from the reference slide,
and converting the calculated concentrations back to an RGB
image.

Over the years, several CD methods have been proposed
(see [3] for a recent review of classical and state-of-the-art
CD methods). One of the first CD methods was proposed by
Ruifrok et al. [4]. This supervised method maps the RGB
image into the optical density (OD) space, where the values
are linear with the concentration of absorbing material. Then,
using slides stained with a single dye, the relative absorption
of each color is measured and used as the color-vector for
the dye. This is a supervised manual process, tedious and
prone to errors. Ideally, this process has to be performed
on each image. However, Ruifrok et al. [4] propose the use
of a set of stain color-vectors for hematoxylin, eosin, and
3,3’-Diaminobenzidine (DAB) stains, calibrated for processing
and digitization in their laboratory. Note that this model
does not take into account inter-slide variability, which may
result in a poor separation. Several unsupervised methods
have been proposed to tackle inter-slide variability. In [1] the
problem is formulated as a blind source separation one which
is solved by Non-negative Matrix Factorization (NMF) and
Independent Component Analysis (ICA). In [5] SVD corrected
for robustness was proposed to separate H&E stained images.

More recently, in [6] the stain color vectors are estimated
by projecting the input color image onto the Maxwellian
chromaticity plane to form clusters, each one corresponding to
one stained tissue type. In [7] color normalization is performed
by first deconvolving both source and target images, applying a
non-linear mapping of the source to the target image channels
and recombining the mapped channels into the normalized
source image. In order to build the stain color-vector matrix,
the image is segmented into background and pixels belonging
to each stain using supervised relevant vector machines. The
mean color of the pixels in each class is utilized as the
stain color-vector. A segmentation based approach is also
used in [8]. The input image is segmented by first detecting
nuclei using the Hough transform and then thresholding the
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image to separate eosin and background. After removing
the background, the image is segmented by using a k-NN
classifier trained using random samples from hematoxylin and
eosin classes. McCann et al. [9] extend the method in [5]
by adjusting the contrast of the eosin channel and including
interaction between eosin and hematoxylin in the pixels of the
hematoxylin channel where the eosin value had been changed.
The algorithm is tested on a set of three H&E images stained
and destained to create H-only and E-only images which can
be used as ground-truth separated images for the H&E image.
The NMF method in [1] is extended in [10] with regularization
and sparsity terms which aim to represent the image using
fewer “active” components for better interpreting the staining
of different components. A similar sparse NMF method is
proposed by Vahadane et al. [11] for color normalization.
The use of Non-Negative Least Squares (NNLS) instead of
NMF is proposed in [12] resulting in a faster and less memory
demanding method. Alsubaie et al. [13], [14], following [15],
propose the use of ICA in the wavelet domain where the
independence condition among sources is relaxed. Astola [16]
states that the method in [5] obtains better results applied in
the linearly inverted RGB-space and not in the (logarithmically
inverted) absorbency space. In [17] the authors introduce a
loss function based on their experience which is optimized to
obtain the image stain color-vectors. These vectors are later
used to normalize the input image as if it had been obtained
using a target color-vector matrix.

Most of the previously described methods use CD prior to
color normalization. Some deep learning methods introduce
deconvolution or normalization layers that are applied before
a classification network [18], [19]. Deep learning methods
which use sparse autoencoders [20] or generative adversarial
networks [21], [22] have been recently proposed. They normal-
ize the input image to a target image in a fully unsupervised
manner. These deep learning methods, however, do not output
the separated stains.

In this paper we advance on the works already presented
in [23], [24] and propose, depending on the information
available, three CD methods that simultaneously estimate the
color-vector matrix, the concentration of the stains, and all
required model parameters. A full probabilistic modelling of
all the involved latent variables (including model parameters)
is provided together with detailed derivations of all the needed
quantities and posterior distributions. In our blind CD problem
formulation we introduce prior knowledge in three different
ways. Firstly, a smoothness prior model on each one of
the stain concentrations which helps reduce the acquisition
noise and takes into account the spatial correlation between
adjacent pixels. Secondly, we take into account that the color-
vector matrices are often assumed to be close to a commonly
accepted standard matrix or to a laboratory dependant matrix
and introduce this information in the model. Finally, since the
observation and prior models depend on parameters (which
are frequently termed hyper-parameters) we describe how
information on them can be introduced. Variational Bayes
inference [25], [26], [27], [28] is used to provide our solutions
to the CD problem. The performance of the proposed algo-
rithms is evaluated both visually and numerically on different

image datasets, from different tissues and laboratories. This
evaluation extends the results already presented in [23], [24]
and provide evidence of the quality of the proposed algorithms.

The rest of the paper is organized as follows: in section II
we mathematically formulate the blind CD of histopatho-
logical images problem. This problem is approached using
the Bayesian framework in III. In this section we also carry
out Bayesian inference to estimate the color-vector matrix,
concentrations, and model parameters in a fully automated
manner. In Sect. IV, two sets of H&E stained images used for
evaluation as well as the evaluation procedure are described.
The proposed methods performance is compared with other
classical and state-of-the-art CD methods in Sect. V. Finally,
Sect. VI concludes the paper.

II. PROBLEM FORMULATION

A stained histological specimen’s slide digitized by a bright-
field microscope is stored as a RGB intensity image with M
rows and N columns, that is, with MN pixels, represented by
the MN × 3 matrix,

I =

 i1R i1G i1B
...

...
...

iMNR iMNG iMNB

 =

 iT1,:
...

iTMN,:

 =
[
iR iG iB

]
.

(1)
Each value iic of the image is the transmitted light across the
slide. For diagnostic purposes, however, the interest is centered
on the contribution of each stain to this value, that is, its
absorbency or optical density (OD). The OD for channel c
of the slide, yc ∈ RMN×1, is

yc = − log10

(
ic
i0c

)
, (2)

where i0c denotes the incident light, and the division opera-
tion and log10(·) function are computed element-wise. The
observed OD image Y ∈ RMN×3 is composed by the RGB
OD channels, i.e., Y = [yR,yG,yB ].

According to the monochromatic Beer-Lambert law [4], the
OD of a slide stained with ns stains Y can be obtained from

YT = MCT + NT , (3)

where N is a random matrix of size MN × 3 with i.i.d. zero
mean Gaussian components with variance β−1, C ∈ RMN×ns

is the stain concentration matrix

C =

 c11 . . . c1ns

...
. . .

...
cMN1 . . . cMNns

 =

 cT1,:
...

cTMN,:

 =
[
c1 . . . cns

]
,

(4)
with the i-th row cTi,: = (ci1, . . . , cins

). i = 1, . . . ,MN rep-
resenting the contribution of the stains to the i-th pixel value
and the s-th column cs = (c1s, . . . , cMNs)

T, s ∈ {1, . . . , ns}
representing the s-th stain concentrations, and M ∈ R3×ns is
the normalized stains’ specific color-vector matrix

M =

mR1 . . . mRns

mG1 . . . mGns

mB1 . . . mBns

 =

mT
R,:

mT
G,:

mT
B,:

 =
[
m1 . . . mns

]
.

(5)
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Each column, ms, in matrix M is a unit `2 norm stain color-
vector containing the relative RGB color composition of the
corresponding stain in the OD space.

Color Deconvolution (CD) is a technique that allows to
obtain the stain concentration matrix, C, and the color-vector
matrix, M, from the observed optical densities, Y. In the
following section we will use Bayesian modeling and inference
to estimate M and C as well as the model parameters.

III. BAYESIAN MODELLING AND INFERENCE

Following the degradation model in (3), we have

p(Y|C,M, β) =

MN∏
i=1

p(yi,:|M, ci,:, β)

=

MN∏
i=1

N (yi,:|Mci,:, β
−1I3×3)

∝
MN∏
i=1

β
3
2 exp

(
−1

2
β‖yi,: −Mci,:‖2

)
. (6)

The stain concentrations at each pixel on the image are
expected to have values similar to the ones of the surrounding
pixels. This prior information is commonly used in image pro-
cessing by the introduction of a Simultaneous Autorregresive
(SAR) prior model. This model has been successfully used in
other inverse problems such as image restoration [29] or super-
resolution [30]. Hence, we impose smoothing prior models on
the concentrations cs, s = 1, . . . , ns, that is, on the columns
of C, as

p(C|α) =

ns∏
s=1

p(cs|αs) ∝
ns∏
s=1

α
MN
2

s exp

(
−1

2
αsc

T
s FTFcs

)
,

(7)

where F ∈ RMN×MN is a high pass filter, usually a 2D
Laplacian filter, and αs, s = 1, . . . , ns, controls the amount
of smoothness. Note that smoothness is imposed in each one
of the concentration channels independently since each dye
stains different structures of the histological image.

The color-vector matrix M = [m1, . . . ,mns ] is also un-
known because it depends on many factors that include the
staining procedures and microscopes. In [4], standard color-
vectors for hematoxylin, eosin, and DAB stains were proposed.
Laboratory dependant color-vectors could be obtained follow-
ing a similar procedure. Although those laboratory or standard
color-vectors are not usually exact for each single image, they
are very representative and have been frequently used. In this
paper we incorporate the similarity to a reference color-vector
matrix M = [m1, . . . ,mns

] into the prior model on M, as

p(M|γ) =
ns∏
s=1

p(ms|γs) ∝
ns∏
s=1

γ
3
2
s exp

(
−1

2
γs‖ms −ms‖2

)
(8)

where γs, s = 1, . . . , ns, controls our confidence on the
accuracy of ms.

With all these ingredients, the joint probability distribution
for our problem is

p(Y,C,M, β,α,γ)

= p(Y|C,M, β) p(C|α) p(M|γ) p(β) p(α) p(γ) , (9)

where p(γ), p(α) and p(β) are improper distributions of the
form p(w) ∝ const. Note that we can introduce additional
information on these parameters by using gamma instead of
improper priors on them. However, this has not been needed
in our experiments since enough data is available as to guide
the estimation procedure.

Following the Bayesian paradigm, inference will be based
on the posterior distribution

p(C,M, β,α,γ|Y) =
p(Y,C,M, β,α,γ)

p(Y)
. (10)

Since the above posterior cannot be obtained in closed form,
several approaches have been proposed to approximate it (see,
for instance, [31] for a review in the similar problem of blind
image deconvolution).

Let

Θ = {C,M, β,α,γ} (11)
= {c1, . . . , cns ,m1, . . . ,mns , β, α1, . . . , αns , γ1, . . . , γns}.

In this paper we use the mean-field variational Bayesian model
[32] to approximate p(C,M, β,α,γ|Y) by the distribution
q(C,M, β,α,γ) of the form

q(Θ) =

ns∏
s=1

q(ms)

ns∏
s=1

q(cs)q(β)

ns∏
s=1

q(αs)

ns∏
s=1

q(γs), (12)

where q(β), q(αs), q(γs) s = 1, . . . , ns are assumed to be
degenerate distributions, that minimizes the Kullback-Leibler
divergence defined as

KL (q(Θ) || p(Θ|Y)) =

∫
q(Θ) log

q(Θ)

p(Θ|Y)
dΘ

=

∫
q(Θ) log

q(Θ)

p(Θ,Y)
dΘ + const,

(13)

The Kullback-Leibler divergence is always non negative and
equal to zero if and only if q(Θ) = p(Θ|Y).

It can then be shown [32] that for each unknown θ ∈ Θ,
q(θ) will have the form

q(θ) ∝ exp 〈log p(Y,C,M, β,α,γ)〉q(Θ\θ) , (14)

where Θ\θ represents all the variables in Θ except θ and
〈·〉q(Θ\θ) denotes the expected value calculated using the
distribution q(Θ\θ). For variables with a degenerate posterior
approximation, that is, for θ ∈ {β, α1, . . . , αns

, γ1, . . . , γns
},

the value where the posterior degenerates is

θ̂ = argmax
θ
〈log p(Y,C,M, β,α,γ)〉q(Θ\θ) . (15)

We would like to mention here that instead of using indepen-
dent degenerate posterior distributions for these parameters we
could have assigned a free form to each of them obtaining, in
this case, gamma posterior approximations. We have not found
it necessary in the carried out experiments.
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For the rest of the variables, that is, for θ ∈
{m1, . . . ,mns , c1, . . . , cns}, when point estimates are re-
quired

θ̂ = 〈θ〉q(θ) (16)

is used.
Let us now obtain the analytic expressions for each un-

known posterior approximation.

A. Concentration Update

To estimate the s-th stain concentration, we need to calcu-
late, according to (14), the distribution for cs

q(cs) ∝ exp 〈log p(Y,C,M, β,α,γ)〉q(Θ\cs)

= exp 〈log p(Y|C,M, β) + log p(C|α)〉q(Θ\cs)
,

(17)

where

log p(Y|C,M, β) =

MN∑
i=1

(
−1

2
β‖yi,: −Mci,:‖2

)
+ const

= −β
2

MN∑
i=1

ns∑
s=1

[
− 2cism

T
s

yi,: −
∑
k 6=s

cikmk


+ c2is ‖ms‖2

]
+ const, (18)

log p(C|α) = −1

2
αsc

T
s FTFcs + const. (19)

where const in the above two equations indicates terms which
do not depend on cs. Note that in (18) we just rewrote the
norm term as the sum of the terms that do not depend on cis
plus the term that depends on cis.

We then calculate the contribution of the s-th stain to
the observation, that is, we remove from the observation the
contribution provided by the other stains, as

e−si,: = yi,: −
∑
k 6=s

〈cik〉 〈mk〉 , i = 1, . . . ,MN. (20)

Finally, we define

z−si = 〈ms〉T e−si,: , i = 1, . . . ,MN , (21)

and from (14) and (17) we have

〈log p(Y,C,M|β,α,γ)〉q(Θ\cs)
= −1

2
αsc

T
s FTFcs

− β

2

(
‖ cs ‖2

〈
‖ms ‖2

〉
− 2cTs z−s

)
+ const, (22)

which is a quadratic form that is the exponent of a nor-
mal distribution. Therefore, from (17), it produces q(cs) =
N (cs| 〈cs〉 ,Σcs

) , where the mean and inverse of the covari-
ance matrix are obtained by differentiating (22), producing

Σ−1cs
= β

〈
‖ms ‖2

〉
IMN×MN + αsF

TF

〈cs〉 = βΣcs
z−s. (23)

B. Color-Vector Update

In a similar way, we calculate the distribution of ms,

q(ms) ∝ exp 〈log p(Y,C,M, β,α,γ)〉q(Θ\ms)

= exp 〈log p(Y|C,M, β) + log p(M|γ)〉q(Θ\ms)
,

(24)

where log p(Y|C,M, β) is defined in (18) and

log p(M|γ) = −1

2
γs‖ms −ms‖2 + const, (25)

where const in the above indicates terms which do not depend
on ms. Using (20), from (14) and (24) we now have

〈log p(Y,C,M|β,α,γ)〉q(Θ\ms)
= −1

2
γs ‖ms −ms ‖2

− β

2

(
‖ms ‖2

MN∑
i=1

〈
c2is
〉
− 2mT

s

MN∑
i=1

〈cis〉 e−si,:

)
+ const,

(26)

which, from (24), is the exponent of the normal distribution

q(ms) = N (ms| 〈ms〉 ,Σms) , (27)

where its mean and inverse of covariance matrix are obtained
by differentiating (26), producing

Σ−1ms
=

(
β

MN∑
i=1

〈
c2is
〉
+ γs

)
I3×3 , (28)

〈ms〉 = Σms

(
β

MN∑
i=1

〈cis〉 e−si,: + γsms

)
. (29)

Notice that 〈ms〉 may not be an unitary vector even if ms is.
We can always replace 〈ms〉 by 〈ms〉 / ‖ 〈ms〉 ‖ and Σms

by Σms/ ‖ 〈ms〉 ‖2. Notice also that
〈
c2is
〉

can be calculated
using (23) and

〈
‖ms ‖2

〉
can be easily calculated from (29)

resulting in

MN∑
i=1

〈
c2is
〉
=

MN∑
i=1

〈cis〉2 + tr(Σcs) , (30)〈
‖ms ‖2

〉
=‖ 〈ms〉 ‖2 +tr(Σms

) . (31)

C. Parameter Update

Finally, noise, concentration, and color-vectors parame-
ters, θ ∈ {β, α1, . . . , αns

, γ1, . . . , γns
}, are estimated using

Eq. (15) obtaining

β̂ =
3MN

tr(〈(YT −MCT)(YT −MCT)T〉q(Θ))
, (32)

α̂s =
MN

tr(FTF 〈cscTs 〉)
, (33)

γ̂s =
3

tr(〈(ms −ms)(ms −ms)
T〉)

. (34)
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Notice that the traces involved in the above equations can
be easily calculated as

tr
〈
(YT −MCT)(YT −MCT)T

〉
q(Θ)

=

= tr((YT − 〈M〉 〈C〉T)(YT − 〈M〉 〈C〉T)T)

+

ns∑
s=1

〈ms〉T 〈ms〉 tr(Σcs
) +

ns∑
s=1

〈cs〉T 〈cs〉 tr(Σms
)

+

ns∑
s=1

tr(Σcs
)tr(Σms

) , (35)

tr(FTF
〈
csc

T
s

〉
) = tr(FTF 〈cs〉 〈cs〉T) + tr(FTFΣcs

) ,
(36)

tr(
〈
(ms −ms)(ms −ms)

T
〉
) =

= tr((〈ms〉 −ms)(〈ms〉 −ms)
T) + tr(Σms) . (37)

D. Proposed algorithms

Based on the previous derivations, we propose three dif-
ferent algorithms. Algorithm 1, named Variational Bayesian
Color Deconvolution when the ground truth color matrix
is available, assumes that we have an exact knowledge of
the color vector matrix MGT and estimates, in an iterative
way, the distribution of the concentrations cs and the model
parameters, β̂ and α̂. The proposed Variational Bayesian Blind
Color Deconvolution method without prior on the color matrix,
summarized in Algorithm 2, allows to obtain the estimated
concentrations ĉs and color-vectors m̂s iterating on the pa-
rameters, concentration and color-vector updates until conver-
gence, without imposing a prior distribution on the values of
M. If we include a prior distribution, we obtain Algorithm 3,
Variational Bayesian Blind Color Deconvolution with prior
knowledge on the color matrix. Note that this algorithm is
the same as the one proposed in [24] but here it has been
obtained using a framework which allows the introduction of
additional information on the model parameters. Algorithms 1
and 2 are new and can be used in situations where Algorithm 3
is impractical. Finally, for all the algorithms, an RGB image
of each separated stain, Îseps , can be obtained as

(Îseps )T = exp10 (−m̂sĉ
T
s ). (38)

IV. MATERIALS AND METHODS

We compared the proposed approach with classical and
state-of-the-art CD methods on two benchmarks: Warwick
Stain Separation Benchmark (WSSB) in [14] and the stain
separation benchmark in [9]. WSSB includes images from
three datasets with different types of tissue: breast, colon and
lung. The breast dataset contains three images, from different
patients, from the Assessment of Mitosis Detection Algorithms
(AMIDA2013) contest dataset [33]. The colon dataset contains
seven images and the lung dataset has two images from
different patients scanned at University Hospitals Coventry and
Warwickshire [34]. From each image, two non-overlapping
regions were selected. From the colon and breast images,
selected regions had a size of 2000 × 2000 pixels at 40×
magnification and, from the lung images, regions had a size

Algorithm 1 Variational Bayesian Color Deconvolution when
the ground truth color matrix is available
Require: Observed image I, known color-vector matrix

MGT .
Obtain the observed OD image, Y, from I using (2), set
n = 0, Σ

(0)
cs = 0, and set 〈cs〉(0), ∀s = 1, . . . , ns, from

the matrix C obtained as CT = M+
GTYT, with M+

GT the
Moore-Penrose pseudo-inverse of MGT .
while convergence criterion is not met do

1. Set n = n+ 1.
2. Using 〈cs〉(n−1) and Σ

(n−1)
cs , ∀s ∈ {1, . . . , ns}, obtain

the new parameter estimations β(n) and α(n) from (32)
and (33), respectively.
3. Using β(n) and α(n)

s obtain the concentration updates
Σ

(n)
cs and 〈cs〉(n) from (23), ∀s ∈ {1, . . . , ns}.

end while
Output the concentrations ĉs = 〈cs〉(n), ∀s ∈ {1, . . . , ns}.

Algorithm 2 Variational Bayesian Blind Color Deconvolution
without prior on the color matrix
Require: Observed image I, initial color-vector matrix M.

Obtain the observed OD image, Y, from I using (2), set
n = 0, 〈ms〉(0) = ms, Σ

(0)
ms = 0, Σ

(0)
cs = 0, 〈cs〉(0), ∀s =

1, . . . , ns, from the matrix C obtained as CT = M+YT,
with M+ the Moore-Penrose pseudo-inverse of M.
while convergence criterion is not met do

1. Set n = n+ 1.
2. Using 〈ms〉(n−1), Σ

(n−1)
ms , 〈cs〉(n−1) and Σ

(n−1)
cs ,

∀s ∈ {1, . . . , ns}, obtain the new parameter estimations
β(n) and α(n) from (32) and (33), respectively.
3. Using β(n), α(n)

s , 〈ms〉(n−1) and Σ
(n−1)
ms obtain the

concentration updates Σ
(n)
cs and 〈cs〉(n) from (23), ∀s ∈

{1, . . . , ns}.
4. Using β(n), 〈cs〉(n) and Σ

(n)
cs obtain the color-vector

update Σ
(n)
ms and 〈ms〉(n) from (29), ∀s ∈ {1, . . . , ns}.

end while
Output the color-vector m̂s = 〈ms〉(n) and the concentra-
tions ĉs = 〈cs〉(n), ∀s ∈ {1, . . . , ns}.

of 500× 500 pixels at 20× magnification. This makes a total
of 24 samples all stained with H&E. An H&E stained image
in the lung dataset is shown in Fig. 1(a). In [14], the reference
ground truth stain color-vector matrices, MGT , were obtained
as follows: for each image, a set of pixels for H and for E were
manually selected based on biological structure rather than
stain color, that is, pixels belonging to nuclei were selected
as reference for H stain and cytoplasm pixels as reference
for E stain. For each image and stain, the median in OD
space of the selected pixels was taken as the ground truth
color vector. Given those color-vector matrices, ground truth
concentrations were derived in [14] as CT

GT = M+
GTYT.

From those concentrations, the corresponding ground truth
RGB stain separated images were obtained by applying (38).
Figs. 1(b) and 1(c) show, respectively, the ground truth RGB
separated H-only and E-only images for the observed H&E
image in Fig. 1(a).
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a) H&E image b) Ground truth separated H-only image c) Ground truth separated E-only image
Fig. 1. Lung observed H&E image from the WSSB dataset in [14] and its separated ground truth H-only and E-only images.

Algorithm 3 Variational Bayesian Blind Color Deconvolution
with prior knowledge on the color matrix
Require: Observed image I, reference (prior) color-vector

matrix M.
Obtain the observed OD image, Y, from I using (2) and
set 〈ms〉(0) = ms, Σ

(0)
ms = 0, Σ

(0)
cs = 0, 〈cs〉(0), ∀s =

1, . . . , ns, from the matrix C obtained as CT = M+YT,
with M+ the Moore-Penrose pseudo-inverse of M, and n =
0.
while convergence criterion is not met do

1. Set n = n+ 1.
2. Using 〈ms〉(n−1), Σ

(n−1)
ms , 〈cs〉(n−1) and Σ

(n−1)
cs ,

∀s ∈ {1, . . . , ns}, obtain the new parameter estimations
β(n), α(n) and γ(n) from (32), (33) and (34), respectively.

3. Using β(n), α(n)
s , 〈ms〉(n−1) and Σ

(n−1)
ms obtain the

concentration updates Σ
(n)
cs and 〈cs〉(n) from (23), ∀s ∈

{1, . . . , ns}.
4. Using β(n), γ(n)s , 〈cs〉(n) and Σ

(n)
cs obtain the color-

vector update Σ
(n)
ms and 〈ms〉(n) from (29), ∀s ∈

{1, . . . , ns}.
end while
Output the color-vector m̂s = 〈ms〉(n) and the concentra-
tions ĉs = 〈cs〉(n), ∀s ∈ {1, . . . , ns}.

The benchmark dataset in [9] is formed by three H&E
stained images of size 1024 × 1280 and their corresponding
H-only and E-only images are used as ground truth images
for testing color deconvolution procedures. Each image in
the dataset was obtained by first eosin staining the tissue,
imaging, destaining, staining again, now with hematoxylin,
imaging, staining with eosin too and imaging. An example
of H&E stained image in the dataset is shown in Fig. 3(a)
and its corresponding E-only and H-only images are shown
on the left and right hand sides of Fig. 3(b), respectively. The
staining-destaining process of the slides of this dataset caused
slight tissue motions and deformations. These deformations
were partially corrected in [9] by geometrically registering the

H-only and E-only images to their corresponding H&E image.
The proposed algorithms were run, for all bench-

mark datasets, until the stopping criterion ‖ 〈cs〉(n) −
〈cs〉(n−1) ‖2/‖ 〈cs〉(n) ‖2 < 10−5 for both stains, that is, s =
1, 2, was met. Since the images in the WSSB dataset in [14]
come from different tissues and have different characteristics,
we fixed the reference color-vector matrix M by selecting,
for each tissue type: breast, colon, and lung, a single pixel
containing mainly hematoxylin and another pixel containing
mainly eosin.

We have compared the proposed methods against the non-
blind color deconvolution method in [4], the classical blind
method in [5] and the recent methods in [9], [11] and [14].
For all the competing algorithms, parameters were selected
following the recommendations on the original paper or the
reference software freely available.

For the two considered benchmark datasets, WSSB [14]
and the one in [9], Peak Signal to Noise Ratio (PSNR) and
Structural Similarity (SSIM) [35] between the reconstructed
H- and E-images and their corresponding ground truth images
are provided. Images, for visual comparison, have also been
included. For the WSSB dataset, where the ground-truth color-
vectors are available the Euclidean Distances (EDs) between
the ground truth color-vectors and the color-vectors obtained
using the different methods have been computed.

V. RESULTS

First, we show the proposed and competing methods per-
formance on the WSSB dataset in [14]. Table I shows the
numerical results of applying the proposed Alg. 2, that is, not
including a prior on the color-vectors, to this dataset. Results
show high PSNR values with a mean value of 28.63dB for
the H-only image and 26.44dB for the E-only image. SSIM
figures-of-merit are also remarkably high with all the values
above 0.9 and mean values of almost 0.95 for the hematoxylin
and more than 0.91 for the eosin. These figures are higher
than all the obtained by the competing methods. When prior
information on the color-vectors is included, that is, when
Alg. 3 is used, better numerical results are obtained for all the
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TABLE I
PSNR AND SSIM FOR THE DIFFERENT METHODS AND STAIN IMAGES OF THE WSSB DATASET [14].

Image Stain Method in [4] Method in [5] Method in [9] Method in [11] Method in [14] Alg. 2 Alg. 3 Alg. 1
PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM PSNR SSIM

Colon H 22.27 0.8141 23.91 0.8095 24.72 0.9100 25.83 0.8851 21.11 0.7241 28.32 0.9516 28.57 0.9542 34.55 0.9782
E 20.70 0.7456 21.55 0.6365 21.87 0.7905 26.29 0.8904 21.94 0.8540 26.50 0.9020 27.58 0.9139 33.89 0.9518

Breast H 15.27 0.6215 26.24 0.9552 23.89 0.8748 25.46 0.9239 24.60 0.8068 27.22 0.9359 28.81 0.9528 33.46 0.9758
E 17.66 0.7644 23.62 0.9336 19.81 0.8663 27.68 0.9550 25.92 0.9380 25.31 0.9339 26.60 0.9464 33.05 0.9778

Lung H 22.47 0.7987 19.52 0.7389 26.88 0.9318 25.87 0.8912 20.62 0.5551 30.36 0.9596 32.91 0.9763 37.12 0.9857
E 22.05 0.7734 18.09 0.5088 24.15 0.8539 25.53 0.8195 23.95 0.8939 27.52 0.9110 30.77 0.9306 35.57 0.9634

Mean H 20.00 0.7448 23.22 0.8345 25.16 0.9022 25.72 0.9100 22.11 0.6953 28.63 0.9490 30.10 0.9611 35.05 0.9799
E 20.14 0.7611 21.08 0.6930 21.94 0.8369 26.50 0.8883 23.94 0.8953 26.44 0.9156 28.32 0.9303 34.17 0.9643

TABLE II
EUCLIDEAN DISTANCE BETWEEN WSSB GROUND TRUTH COLOR-VECTORS [14] AND ESTIMATED ONES.

Image Stain Method in [4] Method in [5] Method in [9] Method in [11] Method in [14] Alg. 2 Alg. 3

Colon H 0.8131 0.0765 0.1216 0.0329 0.2361 0.0504 0.0564
E 0.5883 0.2010 0.2333 0.0689 0.1997 0.1401 0.1012

Breast H 0.7421 0.1213 0.1531 0.0378 0.1015 0.0948 0.0660
E 0.8090 0.0672 0.1291 0.0496 0.1748 0.0721 0.0683

Lung H 0.7861 0.1862 0.0834 0.0654 0.2116 0.1012 0.0415
E 0.6116 0.3089 0.2697 0.1312 0.0944 0.0791 0.0374

Mean H 0.7804 0.1280 0.1194 0.0454 0.1831 0.0821 0.0546
E 0.6696 0.1924 0.2107 0.0832 0.1563 0.0971 0.0689

images. A mean increment of almost 2dB in PSNR and almost
0.15 in SSIM are obtained for the whole dataset. We note that
all the compared blind color deconvolution methods produce
better numerical results than those of the non-blind method in
[4], being specially relevant the ones obtained by the method
in [11], although they are still far from those produced by the
proposed methods. Note also that the methods in [11] and in
[14] tend to better estimate the eosin image while the proposed
methods and the other methods usually get better results for
the hematoxylin stain. We want to note here that the method
in [14] usually tends to confuse hematoxylin with background
and we had to manually check which image corresponded to
each stain. Without this manual correction, the mean PSNR
and SSIM figures-of-merit for the H-only image were only
16.85dB and 0.5827. Table I also shows the results of applying
the proposed non-blind Alg. 1 with the ground truth vectors,
MGT , obtained in [14] for this dataset. The results, that show
the highest values both for PSNR and SSIM, provide an upper
bound for those measures. Note that the obtained values are
much higher than those obtained by all the other methods
meaning that there are still room for improvement both in
PSNR and, to a less extent, in SSIM.

Table II shows the ED between the ground truth color-
vectors, MGT , and those obtained by the different methods.
Alg. 1 is not included in Table II because in this algorithm
MGT has been directly used. The largest ED values in Table II
correspond to [4] which uses always the same color-vector
matrices (for all the slides), followed by the methods in [14],
[9] and [5]. The method in [11] obtains the smallest distances
to the ground truth in almost all cases, except for lung slides
and the mean value for eosin color-vectors. In these cases the
proposed Alg. 3 outperforms the method in [11] and in the
rest of the cases obtains ED values very close to those of [11].
The proposed algorithms obtain better results than the other
methods, except the method in [11], and the method in [5] for

the eosin color-vector of breast slides. Algorithm 2 produces
slightly worse results than Alg. 3 for this dataset, but they are
much better than the ones of the competing methods. Note that
both Alg. 2 and Alg. 3, and the method in [11] also showed
better results than the rest of methods in terms of PSNR and
SSIM (see Table I). As it was expected, a good estimation of
the color-vector matrix improves stain separation results.

Visually, the proposed methods produce images that are
much closer to the ground truth images (see Fig. 2) than those
of the competitors. The proposed non-blind Alg. 1 with the
ground truth vectors produces images almost indistinguishable
from the ground truth ones. The proposed Alg. 3 produces
images very close to the ground truth, both for the H and E
separations while the proposed Alg. 2 produces slightly not
so accurate colors. From the depicted images it is clear that
the classical method in [5] produced the worst separation,
including almost all the structures into the H-only image.
The non-blind method in [4], Fig. 2b, produces better results
although colors are not close to the ground truth ones. The
method in [14] confuses hematoxylin with background. We
manually corrected this to show the images in Fig. 2f. Al-
though nuclei are clearly differentiated in the H-only image,
part of the smaller structures are missing and the eosin color
are more saturated than those of the ground truth image.
The method in [9] and the method in [11] produce good
differentiated nuclei, and a good approximation for the eosin
channel, see in particular the method in [11]. However, they
are all outperformed by the proposed methods.

We have also tested the proposed approaches and the
other methods on the stain separation benchmark in [9].
Figure 3a shows the first image in the dataset. The ground
truth separation for this image is shown in Figure 3b. The
E-only image is shown on the left-hand side of the image
while the H-only image is depicted on the right-hand side.
Note that the position of the tissue is not exactly the same



IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. XXX, NO. XXX, MMMM 2019 8

for both stains (left and right images do not exactly match)
and that there are differences with the observed image. For
instance, the structure at the bottom center of the image is
folded in the observed image. Those differences are due to
the process to obtain the observed and ground truth images
previously described. Geometrically registering the images
partially solved these problems [9]. Figures 3c-i show the
separations with the proposed and competing methods. From
the images, it is clear that the method in [9] and the proposed
algorithms produce results closer to the ground truth than the
methods in [4], [5], [11] and [14]. The proposed methods and
the method in [9], extract nuclei and other structures present in
both stains but ours seem closer to the ground truth. Note, for
instance, that the long structure in the center of the image
(corresponding to bone tissue [9]) is not clearly shown in
the hematoxylin estimations in Figs. 3c, 3d, 3f and 3g. All
eosin estimations have a higher contrast than the ground truth
although estimations obtained by the proposed methods and
the method in [9] are more similar to the ground truth. The
eosin estimation by the method in [9] seems to be slightly less
contrasted than the one by the proposed algorithms. In this
case, the eosin estimation obtained by the proposed Alg. 3
seems not so close to the ground truth as the one obtained
by Alg. 2. However, the hematoxylin estimation obtained by
the proposed Alg. 3 seems slightly closer to the ground truth
image than the obtained by Alg. 2. Note that we have not run
Alg 1 since we do not know the ground truth color vectors
for this dataset.

Numerical results, using PSNR and SSIM measures, for the
proposed and competing methods are presented in Table III.
The figures-of-merit confirm the visual inspection results. The
proposed methods perform better than the competitors, except
for the case of the eosin stain for the algorithm in [9]. This
was expected since this algorithm selectively modifies the
initially obtained values for the stain separations to better
accommodate ground truth. More precisely, in [9] the eosin
separation is corrected in contrast by adding a small part of the
hematoxylin stain, and the hematoxylin stain is then computed
again by taking into account interaction between the stains in
those places where the contrast of the eosin coefficients has
been adjusted. Note that, in spite of these adjustments, the
proposed methods consistently provide better PSNR results
for the hematoxylin stain than the method in [9]. Notice that
all the PSNR and, especially, the SSIM values in Table III are
quite low. This is due to the staining-destaining process that
makes the tissue to move and deform. Although, for all the
experiments, we used the registered images from [9] as ground
truth, there still are some misalignments between ground truth
and estimations that deteriorate the figures-of-merit.

In this database, the proposed Alg. 2 took 8s on a i7-
8550U @ 1.80GHz laptop with 16 GB RAM and the proposed
Alg. 3 took only 5s. Obviously, including prior information
on the color-vectors makes the algorithm to converge faster,
with a very low increase of the computational burden. In
comparison, the recent methods in [9], [11] and [14] needed
around 1s, 25s and 5s, respectively. The classical method in
[5], as well as the non-blind color deconvolution method in
[4] are much faster, needing less than 1s per image. We note

that the proposed method not only estimates the color-vectors
and stain separations but all the model parameters while the
rest of the methods need to manually tune them.

VI. CONCLUSIONS

A novel variational Bayesian blind color deconvolution
framework for histological images has been developed. Three
algorithms have been proposed depending on the information
we have on the color-vectors. All of them estimate the color-
vector matrix (for the first algorithm it is provided by the
user), the concentration of the stains and all the model pa-
rameters. They take into account the spatial relations between
pixels as well as, in the case of Alg. 3, the similarity to
a reference color-vector matrix. Comparison with classical
and recent methods demonstrated that our approach produces
better results than the competitors, except for the PSNR
of the eosin stain by the algorithm in [9] in their dataset
and the algorithm in [11] for the ED to the ground truth
color-vectors, as already mentioned. Computing time is also
competitive, specially taking into account that the proposed
method automatically estimate all the model parameters.
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a) Ground truth separated b) Method in [4] c) Method in [5]

d) Method in [9] e) Method in [11] f) Method in [14]

g) Proposed Algorithm 2 h) Proposed Algorithm 3 i) Proposed Algorithm 1
Fig. 2. Ground truth image and results by the competing and proposed methods on the lung image in Figure 1a. Recovered eosin and hematoxylin images
are presented on the left and right hand sides of each image, respectively.
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a) H&E image b) E (left) and H (right) Ground truth c) Method in [4]

d) Method in [5] e) Method in [9] f) Method in [11]

g) Method in [14] h) Proposed Algorithm 2 i) Proposed Algorithm 3
Fig. 3. Observed image 1 of the dataset in [9], ground truth separations and results obtained by competitors and the proposed methods. Recovered eosin and
hematoxylin images are presented on the left and right hand sides of each image, respectively.
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